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Arabic Stemming: A Corpus-Based Approach

Yasser Sabtan

English Department, Faculty of Languages and Translation, Al-Azhar University
Nasr City, Cairo, Egypt

yasser naguib@yahoo.com

Abstract— This paper presents a light stemmer for Arabic, using a corpus-based (or data-driven) approach. The current stemmer
groups morphological variants of words in an Arabic corpus based on shared characters, before stripping off their affixes to produce
their common stem. The aim of developing such a stemmer is to investigate the effectiveness of using word stems for extracting
bilingual equivalents from an Arabic-English parallel corpus. Experimental results show that using Arabic word stems has
significantly improved the accuracy score for bilingual lexicon extraction.

1 INTRODUCTION

Stemming has been widely used in a number of natural language processing (NLP) applications, such as information retrieval,
machine translation, document classification and text analysis. Stemming is the process of reducing a word to its stem, base or
root form after removing all of its affixes. This means that different morphological variants of a word can be conflated to a
single representative form. For instance, play, plays, played and playing are grammatically conditioned variants of the base
form "play”. Stemming, thus, is an NLP task to conflate all word variants to a single form called the stem.

Morphological variants of words that are semantically similar are considered to belong to the same stem and to be equivalent
for NLP purposes such as information retrieval, text analysis and bilingual lexicon extraction. Therefore, a number of stemming
algorithms have been developed to group all words that have some semantic relation and reduce them to their stem. As far as
Arabic is concerned, several stemming approaches, described below, have been proposed for achieving this goal. However, the
effectiveness of most of these Arabic stemmers has been assessed in the framework of information retrieval [1], [2], [3], and
text analysis [4]. In this paper we assess the effectiveness of using a word stem on the overall performance of a bilingual lexicon
extraction method.

This paper presents a light stemmer, which removes word prefixes and suffixes, using a data-driven approach. The main aim of
this stemmer is to group variant word-forms that are semantically related under one reduced form in our attempt to extract
translation equivalents of open-class (or content) words from a bilingual parallel corpus. We use an undiacritized version of the
Quranic text, written in Classical Arabic (CA), and its English translation rendered by Ghali [5] as our parallel corpus. The aim
is to test our approach on such a corpus, with a view to be tested in future on any other type of corpus.

In fact, we have developed our own stemmer to be used among a number of other preprocessing steps before starting our main
task of bilingual lexicon extraction. We have not used any of the other available stemmers such as Khoja [6], for instance, or
other similar ones, because we aimed to do the whole task without using a lexicon. This lexicon-free approach has been adopted
in all preprocessing tools; a stemmer, a part-of-speech (POS) tagger (described in detail in [7]) and a shallow dependency parser
(as shown in [8]). This has the double advantage of investigating the effectiveness of different techniques without being
distracted by the properties of the lexicon and at the same time saving much time and effort, since constructing a lexicon is
time-consuming and labor-intensive. Thus, we use as little, if any, hand-coded information as possible. The accuracy score
could be improved by adding hand-coded information. However, the point of the work reported here is to see how well one can
do without any such manual intervention.

The basic assumption behind using stemming as a preprocessing step is that using word stems is expected to improve the
accuracy of the lexicon extraction process. This is due to the fact that Arabic is morphologically rich where words contain
numerous clitic items (conjunctions, prepositions and pronouns) attached to the stem. Thus, different Arabic words share the
same stem. This stem in all similar word-forms is translated into the same English word, while the clitics have different
corresponding words in English. For example, the word-forms «.ktAbh "his book"?, S ktAbhA "her book™,<Lts ktAbk "your
book" and LS ktAbhm "their book", share the same stem (i.e. «—tSktAb) with the same English equivalent "book". When these
word variants are reduced to one representative form (i.e. the stem), the frequency of occurrence for this stem will be as high as
that of the English target word and there will be a higher probability for choosing the right equivalent, since our automatic
lexicon extraction method makes use of word co-occurrence frequencies in the parallel corpus. The automatic extraction method
is described in detail in [8], but we will discuss it briefly in section 4.

* Throughout this paper, Arabic words are presented in the Arabic script followed by Buckwalter transliteration in italic and an English gloss in double quotes.



The remainder of this paper is organized as follows: in the following section we give a brief review of Arabic morphology and
orthography, describe the used corpus, and discuss different approaches to Arabic stemming. Section 3 introduces the proposed
method for stemming the Arabic corpus. In section 4 we present the evaluation criteria and the experimental results that were
obtained for the stemming process and its effect on the main task of learning bilingual equivalents. Finally, in section 5 we
conclude the paper with possible directions for future work.

2 BACKGROUND AND RELATED WORK

A. Arabic Morphology and Orthography

Avrabic is a highly inflected language with a rich and complex morphological system, where words are explicitly marked for
case, gender, number, definiteness, mood, person, voice, tense and other features [9]. The Arabic morphological system is
generally considered to be of the non-concatenative type where morphemes are not combined sequentially, but root letters are
interdigitated with patterns to form stems. A root is a sequence of mostly three or four consonants which are called radicals. The
pattern, on the other hand, is represented by inserting a template of vowels in the slot within the root's consonants [10]. Thus, as
McCarthy [11] points out, stems are formed by a derivational combination of a root morpheme and a vowel melody. The two
are arranged according to canonical patterns. For example, the Arabic stem <€ katab "(he) wrote" is composed of the root
morpheme ktb “the notion of writing” and the vowel melody morpheme 'a-a'. The two are integrated according to the pattern
CVCVC (C=consonant, V=vowel). This combination of root, pattern and vocalism is normally referred to as templatic
morphemes. Thus, an Arabic word is constructed by first creating a word stem from templatic morphemes to which affixes are
then added. Arabic word-forms are thus complex units which comprise the following:-
¢ Proclitics, which occur at the beginning of a word. These include mono-consonantal conjunctions (such as s w “and”,
< f “then”), prepositions (e.g. < b “with” or “by”, J | “t0”)...etc.
e Prefixes. This category includes, for instance, the prefixes of the imperfective, e.g. ¢ y, prefixed morpheme of the 3™
person. It also includes the definite article J) Al “the”.
e Asstem, which can be represented in terms of a ROOT and a PATTERN, as described above.
e  Suffixes, such as verb endings, nominal cases, nominal feminine ending, plural markers ...etc.
e Enclitics, which occur at the end of a word. In Arabic enclitics are complement pronouns.
Table I below shows an Arabic word with a number of attached affixes.

TABLE I
AN EXAMPLE FOR A MORPHOLOGICALLY COMPLEX WORD IN ARABIC
Proclitic Prefix Root+Pattern | Suffix Enclitic
(Stem)
J s Uasé s o8

As shown in this table, the Arabic word ¢ s &l lyfAwDwnhm “to negotiate with them” contains a number of attached affixes
that have corresponding words in English.

This rich morphology in Arabic makes morphological analysis a tough process. In Arabic very often a single word will consist
of a stem with multiple fused affixes and clitics. Sometimes an Arabic word could stand as a complete sentence, as in » sStuiuls
f>sqynAkmwh "then we gave it to you to drink". This morphological richness is a source of an added increase in ambiguity that
is a big challenge to Arabic NLP. For instance, the word Yas s wjdnA can be analyzed (among other analyses) as wajad+nA "we
found" or as wa+jad~+u+nA "and our grandfather" [12]. In other words, this complex nature of Arabic morphology leads, in
many cases, to internal word structure ambiguity. This means that a complex word could be segmented in different ways [13].
This is due to the fact that a number of clitics (prepositions, pronouns and conjunctions) may be attached to stems. For example,
the word Jus kmAl can be segmented in different ways, leading to different meanings. Thus, it can be k+mAl "as money", or
kmAl "perfection”. This word segmentation ambiguity is sometimes termed ‘coincidental identity’. This occurs when clitics
accidentally produce a word-form that is homographic with another full form word [14], [15].

A key feature of Arabic orthography is that it is normally written without diacritics or short vowels, which results in a great
number of ambiguities and consequently represents a challenge for any NLP task [9]. This makes morphological analysis of
the language very difficult. It is normally the case that a single written form may correspond to a number of different lexemes.
For instance, the word-form ~l= Elm is composed of only three letters but has seven different readings, as shown in the
following table.



TABLE Il
AMBIGUITY CAUSED BY THE LACK OF DIACRITICS

Arabic diacritized word Meaning
#le Eilomu knowledge
ale Ealamu flag

sl Ealima knew

ale Eulima is known
#le Eal~ama taught

ale Eul~ima is taught
de Eal~im teach!

B. Description of the Corpus

As pointed out above, our main aim is to automatically learn translation lexicons from parallel corpora. We, thus, have to get a
parallel corpus to be our resource for achieving this task. We use the Qur'anic text with an English translation [5] as our parallel
corpus. We start with carrying out a number of preprocessing steps on this corpus: labeling words in the corpus with their POS
tags, reducing word variants to one representative form (the stem), and labeling words with dependency relations for some basic
constructions. Firstly, we will discuss the rationale behind choosing the Qur'anic text as our corpus and then shed light on some
linguistic features of the corpus.

1) Reasons for Using the Current Corpus

As noted earlier, we adopt a lexicon-free approach in building all our modules: the preprocessing tools (the POS tagger, the
stemmer, and the shallow parser) as well as the main tool of bilingual lexicon extraction. In this way, we minimize the resources
required to achieve our task. Nonetheless, building a lexicon-free POS tagger for undiacritized Arabic, which is massively
ambiguous, is not easy. Therefore, we had to start with a diacritized text to get the POS tagger off the ground. Then, in later
stages we removed diacritics and ended up with a POS tagger for undiacritized text, as shown in [7]. This tagger has achieved
95% accuracy over a set of 15 tags. We then used the Arabic undiacritized text for all subsequent stages of processing,
including the stemmer. We also needed an Arabic text with an available English translation. Hence, the reasons for using the
Qur'anic text as our corpus can be succinctly summarized in the two following points:

o The need for an available Arabic-English parallel corpus.

e The need to start with a diacritized text in the early stage of the entire project.
The reason for removing diacritics from the corpus is to mimic the way Modern Standard Arabic (MSA) is written so that our
approach could be extended to an MSA corpus. It should be noted that MSA is a simplified form of CA, and follows its
grammar. According to Mubarak et al. [16], MSA tends to be simpler than CA in grammar usage, syntax structure, and
morphological and semantic ambiguity.

2) Some Linguistic Features of the Corpus

The Qur'anic text is a small-sized corpus, containing 77,800 word tokens. The diacritized version of the corpus contains around
19,000 vowelized word-forms (or types), which are reduced to nearly 15,000 non-vowelized word types when diacritics are
removed. Here are some of its main linguistic features:

e The Qur'anic text is composed of unpunctuated verses with mostly long sentences. A Qur‘anic verse is one of the numbered
subdivisions of a chapter in the Qur'an. A verse, which may reach up to 129 words, contains one or more sentences. There
is no sentence boundary but only a verse marker that denotes the end of a verse.

e The Quranic text is characterized by many rhetorical devices, such as foregrounding and backgrounding, grammatical shift,
idiomatic expressions, culture-bound items, and lexically compressed items where lengthy details of semantic features are
compressed and encapsulated in a single word [17].

All these features make the current corpus a challenging type of text for any NLP task. This, consequently, refers to the
robustness of the adopted approach, since our logical assumption is that experimenting with a less challenging corpus is
expected to lead to improvement in accuracy scores.

C. Approaches to Arabic Stemming

Different approaches have been taken towards Arabic stemming. They can be summarized as follows:-
=  Manually constructed dictionaries of words. This approach involves developing a set of lexicons of Arabic stems,
prefixes and suffixes, with truth tables indicating legal combinations. In other words, each word uses a unique entry in
a lookup table. In this technique, words could be stemmed via a table lookup.
= Light stemmers, which remove prefixes and suffixes. This approach, as the case in ours, refers to a process of stripping
off a number of prefixes and suffixes, without any attempt to handle infixes, or recognize patterns and find roots. Light
stemming can correctly conflate many morphological variants of words into large stem classes. However, it can fail to



conflate other forms that should be grouped together. For example, broken (or irregular) plurals for nouns do not get
conflated with their singular forms. Examples of light stemmers include [1], [2], [4], [18].

= Morphological analyses which attempt to find roots based on the idea of pattern matching. The root is extracted after
stripping off the affixes attached to a given word. Several morphological analyzers have been developed for Arabic,
such as [6], [10], [19]. These analyzers find the root, or any number of possible roots for each word.

= Statistical stemmers, which group word variants using clustering techniques. In this technique, association measures
between words are calculated based on shared unique N consecutive letters (i.e. the same shared root). Words that have
a similarity above a predefined threshold are clustered and represented with only one word. This statistical method can
provide a more language-independent approach to conflation [1]. De Roeck and Al-Fares [20], for instance, present a
clustering algorithm for Arabic words to find classes sharing the same root. Their clustering was based on
morphological similarity, using a string similarity metric after applying light stemming. Another class of statistical
stemmers makes use of parallel corpora. Chen and Gey [3], for example, used a parallel English-Arabic corpus and an
English stemmer to cluster Arabic words into stem classes based on their mappings to English stem classes.

= Hybrid stemmers, which make use of a combination of techniques. Goweder et al. [21], for example, propose a hybrid
method for stemming Arabic, which uses light stemming, dictionaries and morphological analysis.

3 A PROPOSED METHOD FOR ARABIC STEMMING

This paper proposes a method for light stemming of Arabic, using a corpus-based approach. The current method groups
morphological variants of words in the Arabic corpus and reduces them to their common stem. This grouping (or clustering) is
based on shared characters between words. Having conditioned this character-string (or letter-sequence) similarity, a set of
affixes (prefixes and suffixes) is removed from clustered words. This resource-frugal method makes use of only a number of
inflectional and clitical affixes. It should be noted that clitics are included in affixes. So, proclitics and prefixes are classified
under one category and enclitics are classified along with suffixes in the same category. This method is applied to the entire
corpus in an iterative way. In other words, every word is compared with the other words in the corpus, and if there is similarity
of at least three characters, the words in question are grouped and their attached affixes are removed to get the stem. Our
approach to Arabic stemming is illustrated in the following figure.

Character -
Arabic Similarity- Affix Arabic
Corpus based ™ Removal Stemmed

Grouping Corpus

Figure 1: Corpus-based approach to Arabic stemming

For our main purpose of extracting translational equivalents from the parallel corpus we need to conflate similar words in the
corpus into one reduced form so as to have a better chance of getting the right target language (TL) word. This is because
Arabic is morphologically rich, where many morphological variants express the same semantic meaning of a lexical item. In
addition, as noted before, since we rely on statistical information about the co-occurrence of words in the corpus to obtain the
lexical equivalents, grouping similar words under one stem will increase the frequency of occurrence for such a stem and thus
increase the chance of getting the TL word right.

The method we adopt to get an Arabic word stem comprises two steps. The first and second steps pertain to prefix and suffix
removal respectively. We set a given threshold before removing all affixes: the obtained stem should be at least three characters.
This covers all roots that contain at least three letters. In fact, biliteral roots are not covered, but they are not so common in
comparison to other types of root. Also, we experimented with lowering the threshold to cover biliteral roots but this resulted in
overstemming problems, where some semantically unrelated words that begin with the same letter are erroneously grouped
under the same class. This occurs when the first letter is a part of a word but a prefix in another word. For example, ~¢ fhm
"understood" could be mistakenly clustered with 2 fhm "then they". So, we increased the threshold to allow only roots with
three letters or more, since they are the most common in the language.

The stemmer is applied to the entire corpus, including both content and function words. Nonetheless, function words are later
excluded from the main task of lexicon building, since we focus on content words only. We use the POS tags associated with
words in the corpus as a clue to exclude such function words. The 77,800 word tokens in the corpus are first collected in a list
and then a dictionary is automatically constructed to contain the 15, 000 undiacritized word-forms. Then we apply the two steps
of prefix and suffix removal to this dictionary in order.



A. Step 1: Prefix Removal

In this stage words in the dictionary are compared with each other with regard to the final character. If the words in question
end with the same character, the remaining characters are then checked to find a shared string. Then, if any of such words has
an attached prefix, it is removed and thus the stem is obtained. This prefix removal occurs in case there are at least three
characters in a given word. In this way all the letters in the word are retained except the attached prefixes. Figure 2 illustrates

the way strings are matched based on their character similarity, starting with the final character, before stripping off attached
prefixes.

Remove
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Figure 2: String matching and prefix removal

The Arabic prefixes that are removed from words are shown in the following table.

TABLEIII
ARABIC PREFIXES AND THEIR MEANINGS

Prefix | Meaning

SW conjunction (and)

oif conjunction (then)

/> question particle (is it true that)
«~b preposition (with, by, in)
Ji preposition (to)

<k preposition (as)

JAI the definite article (the)
S future marker (will)

&Y pres. tense (sing. masc.)
<t pres. tense (sing. fem.)
on pres. tense (pl.)

/A imperative marker

It should be noted that some of the prefixes listed in the previous table may be attached to both nouns and verbs, such as the
conjunctions and the question particle. Other prefixes are used with nouns only, such as prepositions and the definite article,
while others are used with verbs only, such as the different tense markers. Moreover, those prefixes are classified into two sub-
categories: the first category contains the proclitics, i.e. conjunctions, prepositions and the question particle, whereas the second
category comprises the definite article and the tense markers.

All the prefixes in the previous table consist of one letter, except the definite article which contains two letters. Sometimes a
combination of two or more prefixes is attached to a word. This may result in a prefix with three or more letters, as in Jis wAl,
"and the" or Jus wbAl "and with the". We included such combinations in the list of prefixes that should be removed. Table 1V

below shows an example from the corpus, where some words are grouped based on letter-sequence similarity and then prefixes
are removed to produce the stem.



In this table the verbal word-forms i xtm, &is yxtm, a5 wxtm, and 53 nxtm were grouped together, then prefixes were

TABLE IV

AN EXAMPLE FOR STEMMED WORDS WITH PREFIXES REMOVED

Clustered Meaning Removed Possible
Words Prefixes Stem
A Xtm sealed | ----- S35 xtm
A5 yxtm (he) seals sy &8 xtm
A5 wxtm and (he) sealed | sw &8 xtm
355 nxtm (we) seal an &5 xtm

removed, resulting in the correct stem ais xtm.

B. Step 2: Suffix Removal

In this stage words in the dictionary are compared with each other with regard to the initial character. If the words in question
begin with the same character, the remaining characters are then checked to find a shared string. Then, if any of such words has
an attached suffix, it is removed and thus the stem is obtained. This suffix removal occurs in case there are at least three
characters in a given word. In this way all the letters in the word are retained except the attached suffixes. Figure 3 illustrates
the way strings are matched based on their character similarity, starting with the initial character, before removing attached

suffixes.
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Figure 3: String matching and suffix removal

Table V below illustrates the Arabic suffixes that are removed from words.

TABLE V
ARABIC SUFFIXES AND THEIR MEANINGS

Suffix Meaning Suffix Meaning
ip fem. marker sy gen. pronoun (my)
it sing. (masc.- fem.) < hy obj. pronoun (me)
AN LA dual (masc.) LnA (pl.) gen. or obj. pronoun (our, us)
QS tAn, BtA dual (fem.) Ak (sing.) gen. or obj. pronoun (your, you)
uswn, c2yn, 'swA | plural (masc.) S kmA | (dual) gen. or obj. pronoun (your, you)
<l At on plural (fem.) S km (masc. pl.) gen. or obj. pronoun (your, you)
Wi tmA dual (masc.- fem.) oS kn (fem. pl.) gen. or obj. pronoun (your, you)
Atm plural (masc.) +h (masc. sing.) gen. or obj. pronoun (his, him)
gitn plural (fem.) & hA (fem. sing.) gen. or obj. pronoun (her)

L& hmA | (dual) gen. or obj. pronoun (their, them)

& hm (masc. pl.) gen. or obj. pronoun (their, them)

¢ hn (fem. pl.) gen. or obj. pronoun (their, them)

The previous table includes two kinds of suffixes: the first kind contains the number and gender markers for nouns and
agreement markers for verbs, whereas the second kind comprises the enclitics (i.e. genitive and object pronouns). Genitive (or
possessive) pronouns are attached to nouns, while object pronouns are attached to verbs.




As the case with prefixes, sometimes a combination of two suffixes is attached to a word. This may result in a suffix with three
or more letters, such as s<s wnhm as in a5 tktbwnhm "(you) write them". We included such combinations in the list of
suffixes that should be removed. Table VI shows an example from the corpus for the suffix removal of some clustered words
based on character-string similarity matching.

TABLE VI
AN EXAMPLE FOR STEMMED WORDS WITH SUFFIXES REMOVED

Clustered Meaning Removed | Possible
Words Suffixes | Stem

wlal >SAb afflicted | - bl >SAD
L«-abai‘ >SAbhA afflicted (masc.) herl/it  hA cehaf >SAb
<bal >SAbt afflicted (fem.) ot sl >SAb
il >SAbk afflicted you (sing.) dk sl >SAb
pelbal >SAbhm | afflicted them 2 hm sl >SAD
#Sbal >SAbkm afflicted you (pl.) S km Clal >SAD
4lal >SAbh afflicted him «h <lal >SAD

As can be noticed, a number of word variants for the base form i >SAb "afflicted" were conflated to its shortest form, i.e. the
stem, after suffixes were removed.

When there are variants for a given word, the stemmer conflates them to a reduced form. However, when there is a word-form
in the corpus that has no related variants the word-form is not stemmed and remains as it is. For example, the word-form (pic e
m*Enyn "compliant™ is the only form of its class that has occurred in the Qur’anic text and so the stemmer did not change it.

4  RESULTS AND DISCUSSION

As mentioned earlier, the purpose of developing such an Arabic stemmer is to investigate the effectiveness of using word stems
on learning bilingual equivalents from a parallel Arabic-English corpus. Therefore, we are mainly interested in grouping word
variants that are semantically related under one reduced form (i.e. the possible stem), whether the outputted form is the
legitimate stem or not. So, firstly, we will evaluate the stemmer with regard to this point. Secondly, we will evaluate the
stemmer's accuracy with regard to the percentage of grouped words in the test set that have been reduced to their legitimate
stem. In this regard, we will discuss some of the problems that face the current stemmer. Finally, we will evaluate the
effectiveness of using word stems on the bilingual lexicon extraction process.

As for the first evaluation, we use the following standard, shown in table VI, to measure the stemmer’s accuracy.

TABLE VII: ARABIC STEMMER’S ACCURACY STANDARD

No. | Word-Forms | Meaning Possible Stem | Hypotheses & Scoring

1 Ls $Ahd witness 2Li $Ahd 1-2(v')2-3(¥)3-5(¥)
2 lals $AhdA a witness L3 $ANhd 1-3 (V) 2-4 (¥) 4-5 (v)
3 uswlis $Ahdwn | witnesses 2l $Ahd 1-4 (V) 2-5 (V)

4 cewli $Ahdyn | witnesses L3 $Ahd 1-5 (v) 3-4 (V)

5 wli, wAhd and a witness | i $Ahd

1 | slmA water sl mA’ 1-2(v')2-3(V)35(V)
2 ¢les bMA' with water sle MA' 1-3(V')2-4(¥V)3-6(x)

3 ¢las WmMA' and water <L mA' 1-4 (V)25 (Y )45 (V)
4 cas kmA' as water sl mA' 15 (v ) 2-6 (%) 4-6 ()
5 sl AImA' the water sle MA'

6 | slawsmA’ heaven <L mA' 16 (x) 3-4(7) 56 ()

As the previous table shows, we set a number of hypotheses for scoring the relatedness of clustered words. So, the hypothesis 1-
2, for example, checks whether the first and second words in a given group are semantically related. If so, they are correctly
grouped and are thus scored. If they are unrelated, they are considered wrong and are not scored. Accordingly, in the first
example all combinations are correctly grouped because they are all related. But in the second example the final word is
unrelated to all the other five words and is not scored with them. The Arabic stemmer has achieved 86% accuracy when tested
on a random set of 200 words, comprising about 800 hypotheses. The remaining 14% of words in the test set have been wrongly
grouped, where words are not semantically related, though they may be conflated under the correct stem. For example, <l
Al*hb "gold" has been conflated with different word-forms for the verb «a> *hb "to go" under the reduced form <> *hb.



Although this reduced form is the correct stem for both the noun and the verb, they are not scored because they are semantically
unrelated. As for the second evaluation, 72.2% of the words in the test set were reduced to their legitimate stem. So, we have
two related evaluations here: the first one, which is of more interest to us for our main task, is concerned with grouping
semantically related words under a reduced form (which may be the actual stem or not). The score obtained for this evaluation,
based on the criteria outlined in table VII above, is 86%. The second evaluation is concerned with the percentage of grouped
words in the test set that were reduced to their actual stem. In this respect we got 72.2% accuracy. The stemmer's errors are due
to a number of reasons which are discussed below.

Broadly speaking, stemmers make two types of errors. Strong stemmers tend to form larger stem classes in which unrelated
forms are erroneously conflated, while weak stemmers fail to conflate related forms that should be grouped together. Most
stemmers fall between these two extremes and make both types of errors [1]. There are a number of errors made by our
stemming algorithm, which can be classified into different types as shown in the following table.

TABLE VIII: TYPES OF ERRORS PRODUCED BY THE STEMMER

Word-Form Actual Produced Error Type
Stem Stem

slaw SMA' slaw SMA' sla mA' overstemming

Js&s ngwl Jé gAl JA qwl spelling

Gsia yZnwn b Zn O yZn understemming

4 rbh <,rb 4, rbh unchanged

oSeS 5 $rkAkm | <hs $ryk e85 $rkA' broken plural case

The errors listed in the previous table were produced by the stemmer due to a number of reasons. The first word sles SMA’
"heaven™ was stemmed wrongly because the first letter is similar to the future marker prefix. It is, thus, wrongly grouped with
the word <. mA' "water", causing an overstemming problem. However, when the word is used in the definite case, i.e. ¢leull
AlsmA', it is stemmed correctly. As for the second word in the table, the spelling of the produced stem is not correct. The current
phase of the stemmer does not have rules for handling orthographic alternations, which causes such spelling errors. The
produced stem for the third word still has an attached prefix. This understemming problem occurs because the stemmer
truncates affixes when they are attached to words with three or more letters, as stated earlier. This condition causes such a type
of error but evades other errors. This condition is also the reason for the error in the fourth word, where the produced stem has
the same shape as the cliticized word-form. Finally, the last word in the table is a broken plural case. The broken plural is made
from the singular through infixes and patterns. Due to such internal differences light stemmers normally fail to conflate broken
plurals with their singular forms. In future we will investigate ways to reduce such errors.

As for the final evaluation, we will show the effectiveness of using word stems on the performance of an automatic method for
bilingual lexicon extraction of content words from a parallel corpus. The automatic extraction method, described in detail in [8],
is based on the following principle:
o For each sentence-pair, each word of the target language (TL) sentence is a candidate translation for each word of the
aligned source language (SL) sentence.
This principle means that (S, T) is a candidate if T appears in the translation of a sentence containing S. Following the above
principle we compute the absolute frequency (the number of occurrences) of each word in the SL and TL sentences, giving
preference to the target words that have the highest score in the TL sentences that correspond to the SL sentences. In addition,
we take into account the relative distance between SL and TL words in their specific contexts, producing our algorithm for
bilingual lexicon extraction. This method is applied to both raw and POS-tagged texts. However, in case of POS-tagged texts
we add the following constraint:
e A chosen TL candidate for a given SL word must have the same POS tag as that of the SL word.
This notion of matching equivalents based on similarity of their POS tags is also emphasized by Melamed [22] in the following
statement:
".....word pairs that are good translations of each other are likely to be the same parts of speech in their respective
languages."
The Arabic corpus is tagged using our lexicon-free POS tagger [7]. As for the English corpus, we use an English POS tagger
that was developed using the same lexicon-free approach. The English tagger, which is based on the BNC basic (C5) tagset with
some modifications, is described in [8].

The extraction method was tested on both raw and POS-tagged texts. F-measure, which computes both precision and recall, has
been used to evaluate the lexicon extraction method. The F-measure can be defined as follows:



4 Precision * recall
F-Measure = 2™ “precision + recall €))

Precision and recall scores for candidate item Y with respect to reference item X are calculated according to equations (2) and
(3) respectively.

. XNy
Precision (Y|X) = | ] | ?)
XNy
Recall (Y[X) = |W| ©)

In our evaluation framework precision can be simply defined as the number of correct translations out of the total number of the
output. Recall, on the other hand, is defined as the number of correct translations out of the total number of the words that
should have been translated. We evaluate an extracted lexicon with regard to the top translation candidate. Other candidates that
occupy any other position in an extracted lexicon are not scored, even though they may include the correct equivalent. We use a
random set of 100 content words to evaluate extracted lexicons. The English translation in the parallel corpus is used as our
reference translation (i.e. gold standard) for scoring the output. Different scores have been obtained for stemmed and
unstemmed Arabic with both raw and POS-tagged texts as shown in the following table.

TABLE IX: BILINGUAL LEXICON EXTRACTION SCORES

Type of Corpus | Type of Text Precision | Recall | F-score
Raw Corpus Unstemmed Arabic | 0.353 0.29 0.318
Stemmed Arabic 0.516 0.465 0.489
POS-tagged Unstemmed Arabic | 0.459 0.455 0.457
Corpus Stemmed Arabic 0.623 0.605 0.614

It is obvious that using Arabic word stems has improved the lexicon extraction score for both raw and POS-tagged texts. But
using a POS-tagged corpus has resulted in a better score for both stemmed and unstemmed Arabic, with the best score being
achieved for stemmed Arabic. The accuracy score for lexicon extraction is expected to increase if the error rate of both the
stemmer and the tagger is reduced. This is one of the tasks we aim to carry out in our future work.

5 CONCLUSIONS

Stemming is important for highly inflected languages such as Arabic for many NLP applications that require the stem of a word.
This paper presented a corpus-based method for Arabic stemming, which attempts to get a word stem after grouping word
variants in the corpus based on shared characters and removing their common affixes. Most existing Arabic stemmers have been
assessed in the framework of information retrieval. In our work we assess the effectiveness of using a word stem on the overall
performance of a bilingual lexicon extraction method. With this goal in mind, we aimed at grouping word variants that share the
same meaning in an attempt to improve the lexicon extraction process. The results show that 86% of words in the test set were
correctly grouped under a similar reduced form (i.e. the possible stem). In some cases the reduced form is not the legitimate
stem. The evaluation shows that 72.2% of the words in the test set were reduced to their legitimate stem. The proposed method
generates some errors, which are classified into different types (e.g. overstemming, understemming, and spelling). As regards
the bilingual lexicon extraction, using Arabic word stems has significantly improved the extraction process for both raw and
POS-tagged texts. The best score has been achieved for POS-tagged texts, with an F-score of 0.614, where stemming has
increased the score nearly 0.16. In future we will work on enhancing the stemmer by trying to reduce its error rate. In addition,
we plan to improve the lexicon extraction by using a number of bootstrapping techniques through making use of dependency
relations between words in the parallel corpus.
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Abstract— Social networks have become the most important source of news and people’s feedback and opinion about almost every
daily topic. With this massive amount of information over the web from different social networks like Twitter, Facebook, Blogs, etc,
there has to be an automatic tool that can determine the topics that people are talking about and what are there sentiments about
these topics. This need has led to the introduction of an area of research in Text Mining called Sentiment Classification. The
techniques used in this area, can be mainly divided into two approaches: machine learning (ML) and semantic orientation (SO).
Machine learning algorithms have succeeded in classic text categorization, and so they were implemented for sentiment classification,
but with having the target classes as “positive” and “negative”. The goal of the research described in this paper was to develop a
prototype that can "feel" the pulse of the Arabic users with regards to a certain hot topic. The paper presents our experience in
extracting Arabic hot topics from Twitter and classifying the sentiment of these tweets. Using unigram words that occurred more
than 20 times in the whole corpus as features for using bisecting k-mean clustering algorithm, resulted in purity of 0.704 and entropy
of 0.275. The score generated for the quality of the generated topic was 72.5%. A lexicon of approximately 1600
sentiment words for Egyptian dialect and their weights for their polarities as positive or negative was built to develop an
unsupervised classifier using Semantic Oriented approach. Comparing the results obtained in the SO experiment with
the ML experiment, related to the accuracy measure, has revealed that the accuracy of the SVM learning algorithm was
73.25% while the accuracy of the SO approach was 69.5%.

1. INTRODUCTION

Social networks have become the most important source of news and people’s feedback and opinion about almost every daily
topic. Analyzing data from social networks is the key to know what people think or up to about certain topics. In general, the
two main tasks that interest many researchers are to extract hot topics from social media and to classify the sentiment of a text
describing the position of its author toward one of these hot topics.

With this massive amount of information over the web from different social networks like Twitter, Facebook, Blogs, etc, there
has to be an automatic tool that can determine what people are talking about in certain locations and over certain period of time.
Several researches have been done with different approaches. A lot of them achieved good performance regarding topic
detection, which is basically grouping (clustering) similar data together indicating they are about the same topic. Topic
extraction can be considered a next step whose goal is to label these groups through extracting a topic title for every group of
data.

Sentiment classification techniques can be mainly divided into two approaches: machine learning (ML) and semantic
orientation (SO). Machine learning algorithms have succeeded in classic text categorization, and so they were implemented for
sentiment classification, but with having the target classes as “positive” and “negative”. On the other hand, in the SO approach,
a sentiment lexicon is built either manually, semi-automatically or automatically with each word having its semantic intensity as
a number indicating whether it is positive or negative as well as its intensity. Then, this lexicon is used to extract all sentiment
words from the document and sum up their polarities to determine if the document is holding an overall positive or negative
sentiment besides its intensity.

The goal of the research described in this paper was to develop a prototype that can "feel" the pulse of the Arabic users with
regards to a certain hot topic. The paper presents our experience in extracting Arabic hot topics from Twitter and classifying the
sentiment of these tweets. The second section describes the work related to different approaches of topic extraction and
sentiment classification. The third section presents the approach used for topic extraction and the preliminary results obtained.
The fourth section explains the approach used for sentiment classification and the preliminary results obtained. The fifth section
concludes our findings and proposes future work needed.

2. RELATED WORK

In this section we will present works related to topic extraction and sentiment classification approaches.



A. Topic Extraction Approaches

The idea of this research domain has originated back in the 1990’s with a project called TDT (Topic Detection and Tracking).
The basic idea was originated in 1996 when the Defense Advanced Research Projects Agency (DARPA) realized that there is a
technological need to determine the topical structure of news streams without human intervention [4]. Topic detection is the
problem of identifying stories in several continuous news streams that pertain to new or previously unidentified events. It
involves detecting the occurrence of a new event such as a plane crash, a murder, a jury trial result, or apolitical scandal in a
stream of news stories from multiple sources. Clustering a group of news items, blogs or tweets and then discovering the labels
of these clusters mainly achieve this task. These clusters labels are actually the topics extracted from this group of news items,
blogs, or tweets.

1) Clustering

Seo & Sycara [43] used hierarchical clustering for text clustering for topic detection. Dai & Sun [13] used agglomerative
clustering with time decay to identify events in news. Dai et al. [12] improved the agglomerative hierarchical clustering
algorithm based on the average link method for online topic detection and tracking of financial news. Young-dong et al. [61]
used hierarchical agglomerative clustering technique for text hierarchical topic identification algorithm based on the dynamic
diverse thresholds clustering. Huang & Cardenas [23] used hierarchical agglomerative method to group articles into clusters of
same events. Their work aimed at extracting hot events from news feeds. Okamoto & Kikuchi [34] used agglomerative
clustering for topic extraction from blog entries within a neighborhood. Qiu et al. [39] used K-mean algorithm for topic
detection while Wartena & Brussee, [55] used the induced bisecting k-mean algorithm for their experiment in topic detection by
clustering key words of documents. Zhang et al. [63] discussed using incremental clustering for automatic topic detection. They
proposed a new topic detection method called TPIC that adds the aging nature of topics to pre-cluster stories.

2) Labeling Approaches

In order to extract the topic described by a cluster, key phrase extraction techniques are mainly used to do that. Generally key-
phrase extraction techniques can be categorized into simple statistics, linguistic, and machine learning.

Tomokiyo & Hurst [49] used the statistical language model in their work. El-Beltagy & Rafea [16] developed a system called
KP-Miner. It extracts key phrases from English and Arabic texts using heuristics rules and statistics. Huang & Cardenas [23] in
their work they relied on extracting hot events from news feeds. The cluster with more hot terms or with high weighted hot
terms is examined for hot terms. The study presented by Huafeng et al [22] discussed the optimization design of subject
indexing. Their work is based on the word frequency statistics. They took into consideration the word length, position and
frequency in the weighting coefficient of the word. They considered long words as more specialized and short words are more
generic. TFPDF algorithm is used to recognize the terms that try to explain the main topics [26]. This algorithm is designed to
assign heavy term weight to these kinds of terms and thus reveal the main topics. Cataldi et al [10] tackled extracting emerging
topics on Twitter based on temporal and social terms evaluation.

Jain & Pareek, [24] used part of speech tagging in their work, formatting features and position of words in their work. Their
results achieved high matching against the annotated data. Wang et al, [54] used semantic information for automatic key phrase
extraction in their work. Wang et al. [52] developed an automatic online news topic key phrase extraction system; they
combined TDT algorithms with aging theory for topic detection and tracking. Lopez et al. [28] worked on automatic titling of
electronic document with noun phrase extraction. It is based on the morpho-syntactic study of human written titles in a corpus
of various texts.

Witten et al. [58] developed KEA, which is a tool for key-phrase extraction. It identifies candidate key phrases using feature
values vector for each candidate, and uses a machine- learning algorithm to predict which candidates are good key phrases.
Sarmento & Nunes [41] developed a tool called “verbatim” which is available online that automatically extracts quotes and
topics from news feeds. They used classification using support vector machines SVM, and Rocchio classifier. The challenges
they face that the topic titles are so generic and news streams aren’t consistent in using the same name for describing the same
event.

B. Sentiment Classification

In supervised ML, a piece of text is converted into a feature vector so that the classifier would learn from a set of data labeled
with its class (called training data) that a combination of specific features yields a specific class, and then it can test its accuracy
of learning on another set of data (called testing data). On the other hand, in the SO approach, a sentiment lexicon is built either
manually, semi-automatically or automatically with each word having its semantic intensity as a number indicating whether it is
positive or negative as well as its intensity. Then, this lexicon is used to extract all sentiment words from the document and sum
up their polarities to determine if the document is holding an overall positive or negative sentiment besides its intensity.



1) The Machine Learning Approach

Machine learning algorithms are discussed in detail in [42]. Supervised ML algorithms, such as Support Vector Machines
(SVM), Naive Bayes (NB) and Maximum Entropy (ME) have been used extensively in the sentiment analysis research [27],
[37]. In the ML approach, each document is represented as a feature vector with representative features for the target class.
Various feature sets have been tried specifically for sentiment classification, as discussed in [37]. Some of the significant
features that are related to our work are:

N-grams: N-grams are common features to use in text classification. Many researchers have used n-grams, especially unigrams,
since they result in a high accuracy and they added other features as improvements to their systems [35]; [56]; [32]; [1]; [2];
[14]. Some researchers use unigrams and bigrams [14], while others use unigram, bigram and trigrams [2]; [14]. Several ML
algorithms have been compared, and SVM outperformed other algorithms [35] and hence, it has been used as a common
algorithm for sentiment classification.

Part-Of-Speech tag n-grams: Part-Of-Speech (POS) tag n-grams have been proven to be good indicators of sentiment [19];
[18], [2]. For instance, the authors in [18] experimented the effect of a combination of positive and negative nouns, verbs,
adverbs and nouns and have shown that the appearance of a positive adjective followed by a noun is more frequent in positive
documents than in negative ones, and that the appearance of a negative adjective followed by a noun is more frequent in
negative documents.

Stylistic features: These include lexical and structural attributes as well as punctuation marks and function words, as explained
in [1]; [2]. The lexical features include character- or word-based statistical measures of word variation. Examples of the
character-based lexical features are: 1) Total number of characters; 2) Characters per sentence; 3) Characters per word; and 4)
The usage frequency of individual letters. Some examples of the word-based lexical features are: 1) Total number of words; 2)
Words per sentence; 3) Word length distribution; and 4) Vocabulary richness measures; such as: the number of words that occur
only once in the document (also called hapax legemona) and the number of words that occur twice in the document (also called
hapax dislegemona). The structural features include text organization and layout, for example, signatures, number of
paragraphs, average paragraph length, total number of sentences per paragraph and others. These features were used along with
other features in sentiment classification research [1]; [2]; [14]; [3] and they improved the system’s accuracy when added [2].

Negation and modification features: These are two of the important categories of the contextual valence shifters. Early work
in sentiment classification did not investigate the effect of negation or modifiers [35], as the authors only used Bag-Of-Words
(BOW) and higher-order n-grams. As a result, two sentences like these: “I like this movie” and “I don’t like this movie” would
be similar to each other since both contain the verb “like”, although the first one holds a positive sentiment while the second
holds a negative sentiment [37]. Modifiers also play a crucial role when classifying sentiment since they can increase or
decrease the semantic intensity of polar terms or even shift them towards the positive or negative sentiment. Therefore, later
researches focused on how to detect and extract negation and modifiers and add them as features [59]; [46]; [25]; [47]; [9]. For
instance, the authors focusing on sentence-level sentiment classification in [59] added a binary feature for each word token to
determine whether it was negated or not in addition to other features to indicate whether it was modified by an adjective or
adverb intensifier or one or more contextual valence shifters that they extracted: general, negative and positive polarity shifters.
The general polarity shifter reverses the polarity of the word modified by it, e.g. little truth. The negative polarity shifter yields
an overall negative sentiment for the overall expression, e.g. lack of wisdom. The positive polarity shifter changes the overall
sentiment of the expression to positive; for example, abate the damage [59]. In addition, the authors in [25] used a dependency
parser to extract typed dependencies and developed special rules to determine the scope of each negation term. Furthermore, the
authors in [9] used typed dependencies and a negation and quantifiers lists to extract negated, amplified and down-toned
sentiment words and build a sentence-level polarity and intensity sentiment classifier.

Dependency relations: Some researchers have explored the effect of dependency relations in sentiment classification, since
they can hold more information than neighboring words (such as: higher-order n-grams). Dependency relations are typically
extracted using a dependency parser. For example, the authors in [59] used a dependency parser to extract modifiers and other
dependency relations (e.g. words connected by a conjunction, like and). It was shown in [32] that adding dependency relations
with focus on adjectives preceded by nouns and nouns that have a dependency relation with polar terms to n-grams did not
improve the performance.



Researchers have tried using different ML algorithms to compare their performance in the sentiment classification task. It was
shown in [35] that SVM outperforms both NB and ME when using unigrams, bigrams as well as other features; and hence, most
research has used SVM and it became the default algorithm in sentiment classification.

Another problem in machine learning besides choosing the right features is feature selection. Since there can be redundant or
irrelevant features in the feature vector that makes it unnecessarily a huge vector, feature selection is performed to reduce the
dimensionality of the feature vector so that only representative features for the target class are remaining. By selecting the most
relevant features for the target concept, the classifier learns better which class label to give to each vector. In addition, it reduces
the running time required for the classifier on the training data, which is crucial for real-world applications [15]. Several
researchers have implemented different feature selection methods that were used for classic text classification and applied them
to sentiment classification [2], [14]. Other researchers have developed new algorithms for feature selection specified for
sentiment classification [53], [33], [3]. But, most research uses the Information Gain (IG) heuristic as the feature selection
method due to its reported effectiveness [2]; [14]; [20].

2) The Semantic Orientation Approach

In the SO approach, a document’s polarity is calculated as the sum of its polar terms and/or expressions. Early work in this
direction calculated the phrase’s polarity as the difference between the Point Mutual Information (PMI) between the phrase and
the word “excellent” as representative for the positive class and the PMI between the phrase and the word “poor” as
representative for the negative class, with hit counts from AltaVista search engine using the NEAR operator [50]. Some
researchers built a sentiment lexicon manually, such as: the General Inquirer]l (GI) and SO-CALculator (SO-CAL) [8], [48].
Others used semi-supervised and supervised techniques to build a lexicon either from a small seed list of positive and negative
words or an already-existing online dictionary, like the Subjectivity dictionary and SentiWordNet [59]; [17]; [6]. The
Subjectivity dictionary contains a list of about 8,000 words labeled with their corresponding prior polarity (positive, negative,
neutral or both), type (strong (or weak) subjective (or objective)) and part of speech. Senti-WordNet contains a list of all words
from WordNet [30] with each Part-Of-Speech having 3 types (objective, positive and negative) and each type having a score
describing its intensity (from 0 to 1). The GI and SentiWordNet deal with individual words only as holding positive or negative
sentiment. On the other hand, the Subjectivity dictionary is accompanied with two lists of intensifiers and contextual valence
shifters to extract the contextual polarity instead of the prior polarity of the individual words, but this dictionary was built for
sentence-level sentiment classification using a supervised approach [59]. Also, SO-CAL tries to capture the contextual polarity
of the SO-carrying words in the document by creating separate lists of intensifiers (divided into amplifiers and down-toners),
negation expressions, irrealis markers (words whose appearance results in the ignorance of the SO of polar words in the
sentence, such as: modals and conditional markers) beside their lists of SO-carrying nouns, verbs, adverbs and adjectives [48].

3) Hybrid Approaches

There are some significant differences between the machine learning and semantic orientation approaches. First of all, the ML
approach performs better than the SO approach on a single domain; the highest accuracy achieved on the Polarity dataset
version 2.0 [36] using a classifier was 91.7% [2] versus an accuracy of 76.37% using SO-CAL [48]. Secondly, the classifier can
learn domain-specific polarity; e.g. “long battery life” (+ve) vs “long time to focus” (-ve), unlike the lexicon where a prior
polarity is known for each word. However, to build a high accuracy classifier, we need to have a huge corpus labeled with its
class (positive or negative) whereas a dictionary does not need one. This can be a labor-intensive task; to collect data from
different genres (reviews, news articles, blogs . . . etc) and domains (movies, products, politics . . . etc) and label them manually.
In addition, the authors in [8]; [48] argued that a ML approach does not take linguistic context into account, such as negation
and intensification, since there can be three features “good”, “very good” and “not good” but the classifier does not know they
are related to each other.

Since both the machine learning and semantic orientation approaches have some advantages and disadvantages, some
researchers have attempted to combine them together to benefit from the advantages of each approach [5]; [39]; [40]; [20]; [14].
For example, the authors in [20] built a classifier with unigrams and bigrams with a threshold of 5 and stylistic features and they
developed a feature-calculation strategy to extract sentiment features (verbs, adjectives and adverbs) from SentiWordNet 3.0.
Similarly, the authors in [5] tried to develop a high-accuracy domain-independent system at the sentence level by building an
ensemble model of two classifiers; one with unigrams, bigrams and trigrams as features and trained on in-domain data, and the
other one with sentiment words from both WordNet and the General Inquirer as features. The authors in [40] then improved this
system to be self-supervised so that it does not need labeled data. They developed a two-phase model; the first one is a
sentiment lexicon and a negation list to label the data and they took the high-confidence labeled documents as training data to a
classifier with sentiment words being the feature set. Another technique to solve the problem of manually labeling the data was
shown in [20] where the authors trained an initial classifier with sentiment features from the Subjectivity lexicon. Then, from



the high-confidence labeled data, they extracted the most indicative features for each class (using the Information Gain
heuristic) as self-learned features to train another classifier instead of training it with self-labeled data. However, all these
models did not take into account contextual valence shifters.

3. A PROPOSED APPROACH FOR EXTRACTING TOPICS OF ARABIC TWEETS

The task of topic detection and extraction consists of several phases and the most important phase that can be considered the
core of this task is clustering. We have conducted preliminary experiments to decide on the number of clusters to get the best
purity, the features to be used and the labeling approach. The following subsection will describe the results obtained.

A. Determine the Number of Clusters

There are many clustering algorithms used for clustering textual data. One of the most used algorithms for clustering is
bisecting-k-mean. Determining the number of clusters is important in many clustering algorithms. We did that by investigating
to what extend the number of clusters will have impact on the purity of the clusters.

We collected 110 tweets over a span of 4 days. The tweets are manually annotated so we can get the topic of sentiment
beforehand. We have 12 topic; they are all around the impact of Jan 25th revolution in Egypt. The topics are the hottest events
happened during that period of time. We took topics containing more than two tweets so they are relevant. The feature used in
this experiment is TF-IDF (term frequency-inverse document frequency). During the preprocessing of data, each word is given
an id and counted how many times it appears in each tweet. The tweet is presented as vector model with each word represented
as two integers. One integer represents the word id, and the other represents the number of occurrence of this word in the object
(tweet). Each word afterwards is multiplied by its IDF, which is obtained by dividing the total numbers of objects by the total
number of objects containing the word. A word gets a high tf-idf when it occurs a lot in a certain object and less in the whole
objects.

We used CLUTO tool for data p

reprocessing and clustering. The preprocessing consists of these tasks: tokenize words, stem words, remove stop words,
calculate term weight, and represent the items to be clustered. In this experiment we did not apply stemming as we found
difficulty to integrate an Arabic stemmer with the Perl script suggested by CLUTO tool to perform preprocessing. There was a
problem in using Arabic letters, so we had to modify it so it can accept Arabic letters. We developed another small script to
remove the stop words only; it was easier that way rather than merging both in one script. The stop words list was obtained by
simply translating English list suggested by the tool as there was no Arabic stop word list available.

We performed 3 experiments that differ from each other in the numbers of clusters. We have 12 predetermined labels for our
clusters, so we perform experiment on 6, 12 and 20 way clustering to compare results. The best result obtained was for the 20
clusters and the entropy for these 20 clusters was 0.385 and the purity was 0.573. The results for 12 clusters were 0.51 for
entropy and 0.51 for purity. Increasing the number of clusters increased the average clustering quality. But for sure it could give
more than one cluster containing tweets related to the same topic. However in real application we do not know the actual
number of topics of the retrieved tweets. Therefore taking 20 as an empirical value of the number of clusters in all the following
experiments.

B. Select Features

There are many features that can be used to represent the tweets such as TF-IDF (used in the above experiment), n-grams, part
of speech tags n-gram, stylistic features and/or others. Determining the features that will produce the best possible purity using
the common simple representations used in clustering namely TF-IDF and n-grams is required.

We used the same 110 tweets describe in the above experiments to compare the results obtained using TF-IDF as features
representing the tweets with the results obtained using unigram, unigram and bigram, and unigram, bigram and trigram as
features

The following results were obtained. The results obtained using unigram words that occurred more than 20 times in the whole
corpus as a feature, resulted in purity of 0.704 and entropy of 0.275. When we combined unigrams and bigrams that occurred
more than 20 times we got results of 0.694 for purity and 0.289 for entropy. When we combined unigrams, bigrams and
trigrams that occurred more than 20 times we got results of 0.694 for purity and 0.289 for entropy. The results showed that
using n-gram of words gave better results than the results obtained using TF-IDF for representing the tweets (the purity was
0.573 and the entropy was 0.385). The unigram of words gave the best results of all n-grams combination, but still using the
combination of unigram, bigram and trigram didn’t decrease the performance significantly. The improvements we got for purity
and entropy of unigram of words over the TF-IDF representations are 22.86% and 40.00%. Therefore the unigram of words will
be used for representing the features of tweets.



C. Determine the Clusters Labels

Key phrase extraction is the widely used technique for labeling the cluster, which is, actually can be considered the topic
discussed in the cluster of tweets. One of the key phrase extraction techniques proved to be accurate is the KP-Miner [22].
Finding out whether KP-miner could be used for determining the clusters labels was investigated.

In effect, we used the 110 tweets clustered as describe here above. After clustering the tweets, we annotated each cluster and
then extracted the first 3 key phrases using the KP-miner tool. The following procedure was applied to get a quantitative
measure of how good the KP-miner tool did:

1. If the first key phrase generated matched the topic phrase we gave the tool score 1.0

If the first key phrase generated was part of the topic phrase we gave the tool score 0.75

If the second key phrase generated was part of the topic phrase we gave the tool score 0.5

If the key phrases generated was not part of the topic phrase we gave the tool score 0.0

If key phrases were generated while no topic was given by the human annotator we gave the tool score 0.0

Al

Clustering algorithm could generate clusters with different topics of tweets inside this cluster. Comparing the key phrases
generated with these topics is another measure for the KP-miner capability to label clusters generated. The evaluation procedure
was done using the following procedure:

1. If the first key phrase generated matched the best topic phrase of the tweets we gave the tool score 1.0

2. If the first key phrase generated matched the second best topic phrase of the tweets we gave the tool score 0.75

3. If the first key phrase generated matched the third best topic phrase of the tweets we gave the tool score 0.5

4. If the first key phrase generated matched the fourth best topic phrase of the tweets we gave the tool score 0.25

The best topic phrase of the tweets in a cluster is the topic annotated by the human annotator to the majority of the tweets in a
cluster. The second best topic phrase is the topic that was assigned to number of tweets less than the tweets assigned the best
topic. The third best and fourth best can be defined in the same way.

The total score of the KP-miner tool using the first procedure was 14.5 out of 20 as we have 20 clusters, which represents
72.5%. The total score of the KP-miner tool using the second procedure was 15.75 out of 20 as we have 20 clusters, which
represents 78.75%. Although the experiment was run on small number of tweets and the number of tweets per cluster was
between 3 and 13 the KP-miner shows good performance as extracting the topic of a cluster is very challenging task. We will
continue in experimenting this tool with larger number of clusters. Comparing these key phrases with the annotated topic of the
clusters, we found that the topic could be one of the topmost 3 key phrases extracted. We also found that the purity of the
cluster affects the quality of the results produced by the key phrase-extracting program.

4. A PROPOSED APPROACH FOR SENTIMENT CLASSIFICATION OF TWEETS

The proposed approach is a hybrid approach and is based on conducting a set of experiments to determine: sentiment words,
and the thresholds of each n-gram to be included as a feature for the ML classification module, compare the ML and SO
approaches and choose the ML classification algorithm.

A. Extract the sentiment words

Given the limited work done for Arabic text in the field of sentiment analysis, especially for the Egyptian dialect, we had first to
start by manually building two lists: one for the most occurring positive sentiment words, and one for the most occurring
negative sentiment words, using 600 sentiment annotated tweets (300 positive and 300 negative). Then for each word in these
lists a weight is given to it based on its frequency in 300 positive tweets and its frequency in 300 negative tweets. A list of about
1200 positive and negative words was collected.

B. Determine the optimum threshold for each n-gram model

The feature vectors applied to the classifier consisted of the term frequency, as we are using statistical machine learning. Also,
the different n-gram models were studi