Panel Discussion:
Towards A Road Map of
Human Language Technology Development
For the Arabic Language
Abstract

Arabic language speakers are over 300 millions world wide, especially that Arabic is
one of the few official languages used in the UN. Accordingly, the interest in Arabic
language exceeds the Arabic region. In this paper a road map for the research and
development in the area of human language technology (HLT) is introduced. An
organization is suggested that has the following mandates:

1. Conduct Situational analysis

2. Draw a strategic plan for Arabic HLT for 10 years ahead

3. Conduct Training and specialized diploma

4. Motivating the community through: Language Resources for training and
benchmarking and periodical competitions to discover the real potential of the
community.

5. Cooperation with other complementary associations

1. Introduction
e HLT means all the natural language processing (NLP) and speech
processing technologies (see appendix A for examples of such
technologies) [9].

e Arabic Language spread:
Arabic Speakers are over 300millions all over the glob. Arabic is
one of the few language officially used in the UN. The interest in
Arabic exceeds the Arabic region.

e HLT need in the digital era: The growing size of the digital
content on the internet with different languages is the reason for the
pressing demand for Natural Language Processing for text and
speech applications.

The great spread of the mobile sets lunches the mobile era in
almost all applications. M-learning, M-health,... etc are starting to
set new standards in all disciplines; that adds more spread and in
the same time more challenges to the NLP applications and
technologies.

2. Arabic Language challenges in HLT
Arabic language has more challenges than a language like English;
and among these reasons [11],[12]:
e Morphologically-rich language: Arabic is a very
morphologically-rich language that produces very high number of



word forms for a given root. That leads to a lot of challenges for
NLP technologies and applications and for speech processing.

e Flexible Syntax structure: Arabic has more flexible word
sequence. The Arabic sentence can be with or without verb.

¢ No enough punctuation marks: In Arabic it is quite easy to
connect two sentences by a single character, so the Arabic writers
used to write relatively long sentences without effective use of
punctuation marks. This makes the Arabic language automatic
syntax analysis (besides other processing) a very challenging task.

e Dialects: As many other languages there are quite a few dialects
for the Arabic language.

e Connected orthography: Not only is the handwriting in Arabic
but also the typewritten always connected (most of the characters).
That means a more challenged OCR systems.

3. Arabic Language Challenges in digital age

Although there is some interest in the Arabic language from the NLP

community for different reasons, but still this language has not been

served enough.

¢ No wide view and no clear roadmap: Although many other
languages with even much less native speakers has enjoyed a clear
roadmap with support of many specialized associations and
organizations, Arabic language until now has no clear and agreed
upon roadmap. This means that the fragmented work here and there
will leave serious gabs in the NLP applications that are needed
along the road.

¢ Insufficient Language Resources: believe it or not, until this
moment there is no Arabic machine readable dictionary. Bilingual
dictionaries are still not mature or not available for the research
community. There is dramatic shortage in the annotated text or
speech corpora.

e Inconvenient technology: For the features of the Arabic language
mentioned above, we believe that special tools and engines are
needed to enhance the situation for the NLP research and the
applications based on.

4. The need for an Association for the HLT for the Arabic
Language
For the above reasons there is a need for a dedicated association to
serve the area of Arabic HLT (Arabic NLP and Arabic speech
processing). This association should belong to the Arab league to



be able to serve the entire Arab region and to be able to get support
and fund from all the relevant associations and researchers.
The mandate of the suggested association:

. To make a situational analysis: By probing the community needs
from the area of the NLP, and continuously monitoring the
advances and the gabs in applications and hence the technologies
and language resources that might change along the time.

. To draw a roadmap for the Arabic language, for 10 years
ahead [1-10]: We mean by roadmap, a complete vision for the
needed applications with its supporting technologies and language
resources infrastructure along a timeframe. It is too late but it has
to be done and revisited every three years to redirect the path if
needed with the fast moving advances of technology and needs of
the society.
I. To do that we need to cooperate with all the associations,
workgroups, individuals who are working in the Arabic NLP.
We also need to build on any work that has been done along
this direction like the Arabic BLARK [1] as an excellent effort
done by the NEMLAR project [1-5] as well as the MEDAR
project as a current project under fp7. We also have to build
on the experience of the others who led the work in NLP for
other languages.

. Training and specialized diploma: A serious training programs
are needed in this area for both the linguists and the computer
science researchers and developers. This should be done in
cooperation between academia and industry with full cooperation
with all players in the Arabic region. A diploma in NLP will be
studied to elevate this kind of work needed in this field. We target
to create a critical mass of well trained and prepared researchers,
linguists and developers in this field. The study should be in both
Arabic and English. Most of the linguists need to study in Arabic;
while the engineers and the computer science graduate will prefer
to study in English. My suggestion for the study is as follows:
I. Introduction for NLP and HLT: That will include:
1. A brief of the applications to form a clear site for the area
(see appendix A).
2. A good course in probability and statistics.
3. Arreview for the general algorithms used in this area namely:
a. The rule based algorithms



b. The statistical/corpus based and machine learning
algorithms
4. A computer programming language.

1. Specialized track of study: that could include:

1. A track for the linguistics for handling language resources;

that could include:
a. Speech data
b. Text data
c. OCR data, .. etc.

2. A track for the engineers/computer science; that should
include techniques for computational linguistics. That has
too many techniques to be studied in a single track. So after
studying a general course, a multi-track could be followed
up. This could be done be setting some courses and let the
students (with the guidance of the staff) study selection of
these courses according to their needs.

Iii. A project: like the graduation projects of the engineers. This
Is extremely important to put the students on the track.

D. Motivating the community: Like in any serious research in many
disciplines we need:
I. Language Resources: for training and benchmarking
ii. Periodical competitions: To discover the real potential of the
community to solve the given problems.

E. Cooperation with other relevant associations: The continuous
task of building the infrastructure for the NLP for any language is
not a simple task that one entity can perform; so it is a must to
cooperate with other similar entities and to help collectively in
serving the community.

Some notes on the suggested Organization:

It is not enough to create a center of excellence COE and secure some
money for its initial activities. We need to be sure that there is an
effective entity (NGO) that can really support the development of the
Arabic HLT in the Arab region. This is why | suggest an association
(NGO) not just a virtual COE, to have an easy mechanism to attract and
secure donations from different places. So | suggest:
e An association that belongs to the Arab league.

o To be able to collect donations from the entire region without any

legal or logistic problems.



o To convince the Arabic and the international donors that the
activities and the results will serve the entire region.
e Formed from members from the entire Arabic region.
e With international key persons in this field (HLT) to form a real
mass (scientifically) for any donors.
e Cooperate and integrate with the other existing associations and
entities that serve the same purpose.

Egypt and Arabic HLT: Egypt has the critical mass in the human

resources that is badly needed to establish any serious contribution to
the NLP area.

Linguists: They are many linguists in Egypt graduated from many
colleges along the country. They are in 10,000's with relatively
high standard linguistic information. But most of them are poor
regarding the computer experience. They need some training and
practice to be useful to the area of HLT. They will be of great help
for developing language resources and to contribute in problems
where the statistical solution is not enough.

Computer science graduates and Engineers: They are also in
10,000's we need only increase those who are working in the HLT
field. That needs some computational linguistic courses.

Industry: Most of the HLT applications for the Arabic language
are originated from Egypt. Name it; MT, search engine, OCR,
TTS, ASR, spellchecker, computer aided language leaning,...etc
are done by Egyptian industry. Sakhr, RDI, Caltech, IBM
Egypt,...ctc are well known companies among others for Arabic
NLP based in Egypt. This means that there are high calibers from
all disciplines that are needed in the area of NLP and speech
processing.

So we prefer to make Egypt the central hub for such an
organization.

. Conclusions
In conclusion | suggest cooperating to lunch an association that is
formed by many well known people in the area of HLT and
organizations within the Arabic region. It will be better if this
organization belongs to the Arab League. Egypt with its human
resources will be an excellent central office for this organization. A
clear role for this association is mentioned in some details in this

paper.
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Appendix A
Some applications for the HLT

« Spell checkers

» Grammar checkers

« Document classification (content based classification)

» Document retrieval

« Automatic switchboards

» Text to speech (Talking pen)

» Natural language interface to information sources (e.g. traffic
information)

» Dialogue systems via telephone (e.g. automatic reservation)

« Automatic dictation (e.g. in hospitals)

« Machine translation (restricted areas, generally)

* New enabling tools for disabled (speech technology, word
prediction, etc)

» Summarization

« Stylometery

« TTS

+ ASR

« Audio Indexer

+ Information Retrieval

» OCR (offline, online)

« Many of the above technologies on mobile platform
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Wavelet Packets Best Tree 4 Points Encoded (BTE)
Features

Amr M. Gody'
Fayoum University

Abstract

The presented research aimed to introduce newly designed features for speech
signal. The newly developed features are designed to normalize the dynamic structure
of best tree decomposition of wavelet packets. The 4 points encoded vector is full of
information just like the original best tree’s structure. It is a loss less encoding system
that grantees 100% reconstruction of the original best tree. The encoding process for
BTE features vector is developed such as to minimize the distance based on frequency
adjacency. The implied scoring system makes BTE suitable for recognition problems
that’s because the scoring system consider the adjacency in both frequency bands and
frequency level at wavelet packet tree.

1. Introduction

It is known that human speech is decomposed of short time duration’s units called
phonemes. Each phoneme contributes with specific piece of information. We can
assume it as the characters that construct the whole word in any written language.
Information in each phoneme is encoded into the frequency domain. Simply the
information is a pattern of frequency components [1]. Features are extracted from the
speech signal to best represent such information.

It is believed that human hearing system is the best recognition system. By trying
to simulate human hearing system, good practical results may be achieved. Speech
signal is processed in this research in such a manner that low frequency components
have more weights than high frequency components [2]. The human ear responds to
speech in a manner such as that as indicated by Mel scale in figure 1. This curve
explains a very important fact. Human ears cannot differentiate between different
sounds in high frequency scale while it can do this in low frequency scale. Mel scale
is a scale that reflects what human can hear. As shown by figure 1, a change in
frequency from 4000(HZ) to 8000 (HZ) makes only 1000 (Mel) change in Mel scale.
This is not the case in the low frequency range which starts at 0(HZ) and ends by
1000 (HZ). In this low frequency range it appears that 1000(Hz)’s change is
equivalent to 1000(Mel) change in Mel scale. This explains that the human hearing is
very sensitive for frequency variation in low range while it is not the case in high
range.

Wavelets are short duration waveforms that can express any function by scaling
and shifting of certain mother signal that is called mother wavelet [5]. Wavelet
algorithm is acting as filter banks on the input signal. The output of the filter banks
are the wavelet signal’s amplitudes.
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Figure 1: Mel scale curve that models the human hearing response to different frequencies [3].
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Figure 2: Sine wave is used for Fourier representation of the signal while wavelet function is used
in wavelet representation for Daubechies 10 pointes filter. Sine wav is infinite in time but finite in
frequency domain while wavelet is finite in both time and frequency domains [5].

Figure 2 indicates a very important property of wavelet function. Wavelet function
is finite in time. It is also finite in frequency [4]. This is not the case of "Sine" basis
functions (harmonic functions) used for Fourier analysis. All derived wavelets are
orthogonal. This makes each wavelet acts as an identifier of the signal in a certain
band. Figure 3 gives a brief comparison between different possible spaces to express
certain function [5].

Here's what this looks like in contrast with the time-based, frequency-bas
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Figure 3: Comparison between different signal spaces [5].



Wavelet packets are extension to wavelet transform. It includes the high frequency
parts in the analysis for more signal resolution of the frequency spectrum as shown in
figure 4.
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Figure 4: Signal decomposition using wavelet packets [5].

To simplify the subject, let us discuss Fourier series as a signal representation tool.
fx) =a, +zn:1 (an cos"Lﬂ+bn sin%) (D)

Equation 1 indicates the Fourier series representation of function f(x). By the same
approach, f(x) may be expressed using wavelet packets as in equation 2.

f@) = 5,52 0 bW, (%) )

"b" is wavelet coefficients and "W" is wavelet packet. Let us start with the two
filters of length 2N, where h(n) and g(n), corresponding to the wavelet filters.

WZn(x) = \/7212:;,0_1 h(k)Wn (2x — k) 3)
Wane1(x) = V2 EE5 g(R)W, (2x — k) 4)

g(k) and h(k) are filter banks. Where:
W, (x) = @(x) is called the scaling function.
W, (x) = Y(x) is called wavelet function.

Where:
ank(x) = wn(z_jx — k) (5)

K is not a dynamic parameter after the decomposition of the signal, rather it is
a constant value for each wavelet packet W. This makes it much better to abstract (5)

as :
Win=wn(27x—k) keZ (6)
Hence:
Woo(x) = P(x — k) (7)
Wiy (x) = WG~ k) ®)

The idea is explained by figure 5. Scaling "¢" and wavelet "¥" functions are used
to generate W functions that cover all the frequency-scale space. The parameter k is
used to indicate the time location of certain W function. K is chosen to best fit the
original function to be expressed by wavelet packets while the scaling and wavelet
functions are designed such that all W functions be orthogonal.
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Figure 5: Frequency-Scale space for wavelet packets.

Many researchers deal with the best way to optimize the full binary tree in a way
to best describe the contained information [6]. Different entropy functions may be
used in such optimization [7,8].

The objective of this paper is to introduce new features for speech signal. Features
are developed from the wavelet packets best tree decomposition of speech signal. This
research aims to explain the proposed features in details. Also it targets to introduce
the benefits of using the proposed features in speech recognition problems.

2. Feature extraction

In this section the process of feature extraction will be explained. Best Tree 4
point Encoded features (BTE) will be explained now. Wavelet packets process is very
similar to filter banks. Both of them are filter banks in nature. The wavelet packets
method is a generalization of wavelet decomposition that offers a richer signal
analysis. Wavelet packet atoms are waveforms indexed by three naturally interpreted
parameters: position, scale (as in wavelet decomposition), and frequency. For a given
orthogonal wavelet function, we generate a library of bases called wavelet packet
bases. Each of these bases offers a particular way of coding signals, preserving global
energy, and reconstructing exact features. The wavelet packets can be used for
numerous expansions of a given signal. We then select the most suitable
decomposition of a given signal with respect to an entropy-based criterion [9].

The first step in BTE is to align the neighboring bands. This is very important for
a good scoring process. Scoring process tries to score adjacent bands in such a way
that is minimizing the distance. For our case of best tree by Matlab, adjacent bands
are indexed not in sequence.
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Figure 6 : Wavelet packet tree analysis chart to figure out adjacent bands.



The objective is to remap node indices such that adjacent node indices lay in
adjacent frequency bands. To explain this subject consider the following table that
represents the indices in a typical wavelet packet tree for 4-levels decomposition.
Figure 6 represents band indexes in Matlab wavelet packets for 3 levels
decomposition. Node indices are written inside the boxes that represent the nodes in
the wavelet tree decomposition. As shown in figure 6 that node 7 and node 6 are too
far in frequency while they are subsequent nodes as wavelet packets indexing system.
This problem needs to be altered such that adjacent frequency bands are listed as
contiguous numbers. This way we will ensure that indexing system reflects frequency
scale. This property may be used in the scoring system. Information in figure 6 is
tabulated in table 1 to make it simple to figure out adjacent bands. Traversing tree as
Left > Right = Center will be very logical to make good criteria for adjacency.
Figure 7 explains the new indexing system.

Now we are ready to apply the best tree algorithm to optimize the full binary tree
shown in figure 7. The optimization minimizes the number of tree nodes such that it
best fit the information included in the speech signal. The entropy is used in the
optimization algorithm.

Now we can apply the encoding by considering clusters of 7 bands. Each cluster

will be encoded in 7 bits such that each bit is associated to a certain band. Figure 8
explains the clusters.

Table 1 : Bandwidth distribution over wavelet packet decomposition bands.

Filter bank’s Upper Limit
with respect to total Filter Bank’s Node- index according to wavelet
bandwidth (%) packet indexing system
100 0
50 1
100 2
25 3
50 4
75 5
100 6
12.5 7
25 8
37.5 9
50 10
62.5 11
75 12
87.5 13
100 14
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Figure 7 : Proposed indexing to solve the adjacency problem due to wavelet packet’s indexing
system.

In figure 8, clusters are surrounded by bold black boxes. Bits are ordered as in
figure 8.The least Significant Bit (LSB) is assigned to band number 0 and the Most
Significant Bit (MSB) is assigned to band number 6.
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Figure 8 : Clustering chart to explain the 4 points encoding algorithm.

As shown in figure 8, each cluster will be encoded by 7 bit valued number. The
number is formed such that it reflects the tree structure within the cluster. Trees that
cover the same bands will be almost adjacent trees. This property will be utilized in
the scoring system. By considering all clusters, a vector of 4 components will be
formed. Each vector’s component represents a certain cluster. And each cluster covers
a certain area in the total bandwidth. This is the 4 point encoded method that construct
BTE features vector.

Figure 9 introduces a simple example to explain features encoding for a frame of
speech signal. Circles in figure 9 represent leave nodes in the best tree decomposition.



AT 1
OI | \ O'ﬂ
T T8 TITPTTTP i

Figure 9: Best tree 4 point encoding example.

The indicated tree structure in figure 9 will be encoded into features vector of 4
elements as shown in table 2.

Table 2 : Best tree 4 point encoding evaluation.

Element Binary Value Decimal value Frequency Band

V1

V2

V3

V4

0001100 12 0-25%
1000000 64 25% - 50%
0000000 0 50%-75%
0000100 4 75%- 100%

Features vector for this example speech frame will be:

F=(%) ©)

4

Matlab is used to implement BTE features extraction. The following code

snippet is the core part of Matlab function to implement BTE features extraction.

function [res] = BTE (frame, depth)

%

nbln = nargin;
nbout = nargout;

if nbln <1 , error("Not enough input arguments.”);
elseif nbln == 1, level = 4;

elseif nbln == 2, level = depth;

end;

if nbout < 1 , error("Not enough output arguments.®); end;
t = wpdec(frame, level, "db4", "shannon®);
u = leaves (1);
bt = besttree(t);
v = leaves (bt);
res = score(v,0,4)/1000;



res = box4encoder(Vv);

end

The function "box4encoder" in the above code snippet is responsible for
encoding Best tree as indicated in table 2. Matlab functions needed for this research
are all packaged into a Class Library”. This step makes it easy to call Matlab functions
from within the C# development environment® that is being used as Business and Cue
Logic* "BCL". The following Matlab command is used to invoke the packaging tool
in Matlab:

Deploytool
Figure 10 explains the deploy tool utility that is available in Matlab 7.5. This is

a very useful tool that enables calling for all Matlab functionalities from other more
advanced software development environments.

Deplayment Toel
DwH MR |B|l&aw|?

‘Welcome to the Deployment Tool

To get started, do any of the following;

# Click the New Deployment Project icon D in the Deployment Tool toolbar.
# Click the Open Deployment Project icon Eto open an existing project.
# Click the Help icon ? in the toolbar.

Use the Deployment Tool to perform these tasks

Create a

oot | Addfiles (—»f  Buld |—» Package
project

Figure 10: Deployment tool for packaging Matlab functions into Class Library suitable for
calling from C# development environment.[5]

The Matlab function called "wav2BTE" is developed in Matlab. Part of the code
of "wav2BTE" is indicated in the following cod snippet.

[y fs] = wavread(file);
S 20e-3*SamplingRate;
framing(y,S,0,0);
BTE (F(:,1));
i =2:n

[A BTE (F(:,1))];
end;

version = uint32([3 1]):

Frame = uint32(20);

wpdepth =uint32( 4);

fid = fopen(outfile, “wb®);
fwrite(fid,version, "int327);
fwrite(fid,Frame, "int32%);
fwrite(fid,wpdepth, "int327);
fwrite(fid,uint32(fs), "int327);
fwrite(fid,size(A),"int327);
fwrite(fid,2,"int32%);

F
A
for

>
Il ==

? Class library is the name of the entity used by Microsoft in the dot net framework to package
functions and procedure. By packaging all needed functions int class library, we can reuse the functions
from any dot net programming language for further use.

* Dot net programming language by Microsoft Corporation.

* Business and Cue Logic "BCL" is a name for all program snippets that is being written to control
program sequencing. This includes loops, conditions, input and outputs.



fwrite(fid, uintl6(A),"intl6");
status = fclose(fid);

3. Testing BTE scoring system

This section is dealing with testing the scoring system of BTE features. As
indicated before the scoring system is designed as to minimize the distance based on
frequency coverage. Signals that have similar frequency spectrum are close and
signals that have different frequency component are far. Figure 11 introduces the
score of 4 BTE feature vectors. Check marks mark the frequency bands being covered
by leaf’s nodes. FV is the abbreviation for Feature Vector. As it is shown in the
figure, Vectors A, B, C and D are almost identical vectors. They just differed in 19%
and 25% Bandwidth components of wavelet packets. The scoring makes B and C are
too close while A and D are too far. This is logical as vector A has no resolution in
level 4 while B and C have adjacent components in level 4. Also D has no component
at all in 19% and 25%. Also C is equally distant from D and B. This is also logical as
the 19% component at level 4 for vector C is in the middle between the 13%
component at level 4 for vector D and the 25% component at level 4 for vector B.

Bandwidth 6% 13% 19% 25% 31% 38% 44% 50% 56% 63% 63% 75% 31% 33% 4% 100%

1 [¥4] 1 4
A [1 [} 1 73] [1 A
A~ I~ | | | | | | \
Fv= 35 64 36 64
1 %) 1 %]
B [ 1 7] 1 [7]
1@ @ | [+ @ | | | | | \
Fv= 19 64 36 64
1 [¥4] 1 4
C [ 1 7] [x A
1l 1@ @ | | | | | | \
Fv= 11 64 36 64
1 & 1 %]
D | 1 7] [1 ]
1@ 1@ | | | | | | | | \
Fv= 3 64 36 64

Figure 11: Scoring sheet that explains the scoring of 4 different feature vectors.

The above discussion explains that the scoring hold information that we can
rely upon in the recognition system. The above discussion is summarized in figure
12. As it is indicated in figure 12, vector C are in the middle path between B and D.
Vector A and D are at the far limits.
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Figure 12: Summary results of scoring system

4. Conclusions

Wavelet packets make a similar processing on speech signal as the Filter banks
method. It is much smarter than filter banks in that the number of filters is adapted by
considering signal entropy to find the best tree. The problem of having dynamic size
feature vectors is solved by considering the 4 points encoding algorithm. The
proposed encoding system grantees minimizing the distance between feature vectors
based on adjacency in frequency domain. This adjacency based on frequency domain
of feature vectors distance calculation makes (BTE) features to be highly promising in
speech recognition systems.
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Voiced/Unvoiced and Silent Classification Using HMM
Classifier based on Wavelet Packets BTE features

Amr M. Gody*
Fayoum University

Abstract

Wavelet Packets Best Tree Encoded (BTE) features is used here as base features
for HMM classifier. The research aimed to introduce the newly designed features that
are discussed in [1]. The considered problem is Voiced, Unvoiced and Silent
classification. Comparison to the 19 filter banks features is provided. Although it is
simple and straight forward, BTE makes comparable results to the 19 elements
features vector based on filters bank. A very accurate hand labeled database called
SCRIBE is used. Voiced sounds are recognized in 81% success rate. Silent periods
are detected in 84.5% success rate. The unvoiced sounds are not recognized using the
proposed features. It gives a 5.5% success rate. This low rate of unvoiced detection
affects the overall performance. The overall performance of 64.5% is achieved. This
overall performance is expected to be dramatically changed in case of adding some
unvoiced attributes to BTE.

1. Introduction

Using good features is the key of accurate speech recognizer. Recognizer’s
success depends on three main factors. The first factor is the database used in the
training phase. The second factor is the features used to train the model. The third
factor is the mathematical model used to recognize the different classes in the speech
signal.

BTE features are discussed in [1]. BTE inherits some human attributes by
considering the human hearing mechanism in processing the received speech.
Received speech’s stream is classified into logarithmic bands before it is being
processed by human brain [1]. This human nature is described by Mel scale as shown
in figure 1.
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Figure 1: Mel scale curve that models the human hearing response to different frequencies [2].
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Mel frequency reflects what human can discriminate. It is a scale that reflects what
human can hear. As shown in figure 1, from 4000(HZ) to 8000 (HZ) only 1000 (Mel)
change while from 0(HZ) to 1000 (HZ) a 1000(Mel) change is appeared. The curve
in low frequency till 1000(HZ) indicates that the human ear can be highly
discriminative. This property starts to be degraded toward the higher frequencies. As
shown in figure 1, change after 4000(Hz) in frequency tends to make almost very low
change in Mel scale. This phenomenon indicates that human ear is much sensitive to
low frequencies than to high frequencies. It is expected that most of the information
contained into speech is located in the low frequency area of the total bandwidth of
speech signal. Recognizers based on Filter banks tries to satisfy this logarithmic
relation that was explained by figure 1. It is not wise to handle the frequency band in
a linear manner while it is not like that in human hearing mechanism.

The objective of this paper is to test BTE through a comparative study. This
research is a preliminary work to introduce Wavelet Packets Best Tree 4 point
Encoded (BTE) features. The database is selected to be very accurate hand labeled
database. SCRIB? database is selected. SCRIBE consists of a mixture of read speech
and spontaneous speech. The read speech material consists of sentences selected from
a set of 200 "phonetically rich" sentences and 460 "phonetically compact” sentences
and a two-minute continuous passage. Hidden Markov Model (HMM) is chosen as
the mathematical model of the speech recognizer. This model is chosen for its good
reputation in speech recognition domain. The model is implemented using The
Hidden Markov Model Toolkit HTK3. Signal processing, system evaluation and
results preparation are calculated using Speech Filling System SFS*. All programming
and logic are made using Microsoft C Sharp® (C#).

Voiced, Unvoiced and silent are three main classes in any spoken language.
Almost all phonetics is either Voiced or unvoiced. Silent periods are those periods
where no speech exists. The detection of unvoiced speech in the presence of additive
background noise is complicated by the fact that unvoiced speech is very similar to
white noise [3]. The problem of detecting unvoiced appears in this preliminary
research. It is almost confused in equal proportion between Voiced and silent.

2. Framework

In this section the framework of this research will be fully explained. The system
has many actors/ resources.
1. SFS platform.
2. HTK platform.
3. Batch and Cue Logic platform (BCL). Microsoft C# is used to implement
BCL platform.
4. Hand labeled Database (SCRIBE).
5. Matlab platform.

2 SCRIBE database: www.phon.ucl.ac.uk/resource/scribe

® Hidden Markov Model Toolkit HTK: http://htk.eng.cam.ac.uk/

* Speech Filling System SFS: http://www.phon.ucl.ac.uk/resource/sfs/

® Microsoft C# is one of the programming languages by Microsoft Corporation. C# implements Object
Oriented Programming (OOP). It bears both simplicity and advanced programming technique. It is
considered the number one language nowadays. For more information go to
http://en.wikipedia.org/wiki/C_Sharp_(programming_language)




Step 1 [Creating SFS files]

BCL is used to import all sound files provided by the SCRIBE into SFS formatted
files. Also BCL is used to import all corresponding label files into the same SFS files.
After this step each SFS file contains waveform item and annotation item.

Step 2 [Mapping phonetic labels into Voiced, Unvoiced and Silent labels]

A new map file is constructed. The map file contains the map for each phonetic
symbol into one of the three classes {VOI, UNV and SIL}. Symbols are VOI for
Voiced sound, UNV for Unvoiced sound and SIL for Silent or pauses. SFS is used to
apply the map to SFS file. Then BCL is used to apply the SFS map to all SFS files.

Step 3 [Preparing two different groups for two parallel experiments]

SFS files are cloned into two sets. This is to use each SET into different
experiment. SET_A will be used in VOC19 feature experiment and SET_B will be
used in BTE features experiment.

Step 4 [Apply feature extraction function on all SES files]

SET_A: SFS s used to apply VOC19 to the available samples.

SET_B: Matlab is used to extract BTE features. BCL is used to apply the Matlab
function to all available samples. Then finally SFS is used to import all feature
vectors into the SFS files.

Step 5 [HMM preparation]

SET_A: Three HMM models are prepared. Each model is 3 states. HTK is used to
initialize each model based on training samples, label files and feature vector files.

SET_B: The same process as in SET_A is followed.

Step 6 [Training HMM models]

In both sets, HTK is used to train the available HMM models. The training
depends on the feature vector files, label files and selected training files list. Training
continues till a convergence in log probability happened for each model.

Step 7 [Testing HMM models against test files]

Test files are some SFS files that were never being used in the training phase.
HTK is used to test HMM models against the selected test files in both groups. HTK
generates label file for each test file. Each label file is imported using BCL to the
corresponding SFS file. This will cause that each SFS test file contain two
annotations. One is the reference annotation generated in step 2 and the other one is
the test annotation.

Step 8 [Evaluation]

Each SFS test file will be analyzed using SFS. A confusion matrix is generated for
each SFS test file. Results are registered for both groups. Then results are tabulated
and graphs are obtained to view and compare the results.

3. Database

SCRIBE database is used in this research. It is multi-speakers database. Each file
is phonetically transcribed and segmented.
The following commands invoke SFS to add Sound file and the corresponding
annotation file into SFS formatted file. This SFS file will act as a container for all
items {Speech file, features data and annotation data}

Slink -i1.01 -f SamplingRate Sound_file sfsfile
Anload -S Annotation_file sfsfile
To apply the same command to all the available samples, BCL is used. The

following is the program written to do the function. All speech files in SCRIB are
listed into a string array called "files". Speech files in SCRIBE have an extension



called "PES". Speech is sampled at 20000 (HZ). All annotation files in SCRIBE have
an extension called "PEA". The Annotation file is located in the same folder as the
corresponding speech file in SCRIBE database. All functionalities for SFS are
packaged into a class library called "SPLib®™. A certain class for processing SFS
commands is implemented. It is called "SFSFile". It is located into "SPLib".

foreach (string file in files)

{
SPLib_SFSFile ¥ = new SPLib.SFSFile();

string sfsFile;

string anFile;

int start = file_LastIndexOf("\\");

int end = File_LastIndexOf(".");

sfsFile = targetdir + file.Substring(start, end - start) + "_sfs";
anFile = file._Substring(0, file.Length - 1) + *“a";
f.open(sfsFile);

T_AddSPItem(file, 20000);

f.AddANItem(anFile);

}

“AddSPItem"” and "AddANItem™" are subroutines that contain the SFS
commands which are previously listed.
Now we have SFS file for each of the database files. This SFS file will act as a
container for speech signal, associated annotation symbols and associated features.
The next operation to be applied on the speech database files is to map the
phonetic annotations into Voiced, Unvoiced and Silent annotations. This is important
for HTK to understand the classes to be trained. Let us denote the new annotation set
with a suitable name for the upcoming references. The new set is called speech type
set (STS). So, STS contains three speech type symbols
1. Voiced speech symbol (VOI).
2. Unvoiced speech symbol (UNV).
3. Silent periods or no speech symbol (SIL).
The first step is to make a MAP file that links each phonetic symbol into a suitable
type symbol in STS. This file is manually created (by human not by program). Part
of the map file is shown below:

# SIL
Hit SIL
Y%tc SIL
+ SIL
/ SIL
3: VOl
3:? VOl
3:a UNV
3:af UNV
3:Ff UNV
o= VoI
=1 VOl
=Ix VoI
=Ix? VOI
=Ixf UNV

The first column is the phonetic symbol and the second column is the map to STS
symbol. A complete version of the map file may be downloaded from [4]. To apply

® SPLIB: Speech lib class library. It is a C# class library by Amr M. Gody to work with SFS and
Matlab. It encapsulates all needed logic and business to work with speech signal using SFS or Matlab.



the map operation to annotation item inside an SFS file, the following command line
is invoked:

Anmap -m mapfile sfsfile
To apply the map operation on all the available SFS files, the following

program is written as BCL.:

foreach (string file in files)

{
SPLib.SFSFile f = new SPLib.SFSFile();
f.open(file);
f.MapAnnotation(mapfile);

}

All SFS files are listed into string array called "files". Then for each "file" in
"files” the map annotation is applied. " MapAnnotation™ IS a subroutine contains the
SFS command that was indicated above.

4. Features extraction

In this section the process of feature extraction will be explained. We have two
different groups as indicated in section 2. SET_A will be designated for VOC19 while
SET_B will be chosen for BTE features. SFS will be used to apply VOC19 on all
available samples. The following is the SFS command to do the function:

vocl9 sfsfile

To apply the above command to all available samples in SET_A, the following
program is written as BCL.:

foreach (string file in files)

SPLib.SFSFile ¥ = new SPLib.SFSFile(file);
£.V0C19();

All SFS files in SET_A are listed into string array called "files". Then the loop is
applied on each file into files. VOC19 subroutine contains the SFS command that was
indicated above. After this step, each SFS file in SET_A contains a new item that
express VOC19 features. It is called coefficients item.

Now the coefficients item, contained into the SFS file that represents VOC19
features, needs to be exported into an HTK formatted file to be used in further step
during the training of HMM model using HTK. The following SFS command do this
function:

Colist -H sfsfile
To apply the above SFS command on all the available SFS files into SET_A, the
following code snippet in BCL is used:
foreach (string file in files)
SPLib_SFSFile ¥ = new SPLib.SFSFile();

f.open(file);
T_.Co2HTKQ) ;

}

In the above code snippet, all SFS files in SET_A are listed into a string array
called "files". The function "Co2HTK" contains the SFS command needed to export
the features from the SFS file to HTK formatted file.



It is also needed to extract the annotation item from the SFS file to an HTK
formatted annotation file. This is achieved by calling the following SFS command:

anlist -h -0 sfsfile

Then BCL is used to apply the function on all the available SFS files in SET_A
and SET_B. The following code snippet in BCL is used to achieve this objective:

foreach (string file in files)

{
SPLib.SFSFile f = new SPLib.SFSFile();
f.open(file);
T_.An2HTKQ ;

}

In the above code snippet, all SFS files in SET_A and in SET_B are listed into
string array called "files” Then the function "An2HTK" is called for each file in the
string array. "An2HTK" contains the SFS command mentioned above.

A parallel process is implemented on SFS files in SET_B. This time the proposed
features (BTE) will be extracted. Matlab instead of SFS is used to implement
BTE features extraction process. The following code snippet is the core part of
Matlab function to implement BTE features extraction.

function [res] = BTE (frame, depth)
nbln = nargin;
nbout = nargout;

if nbln <1 , error("Not enough input arguments.”);
elseif nbln == 1, level = 4;

elseif nbln == 2, level = depth;

end;

if nbout < 1 , error("Not enough output arguments."); end;
t = wpdec(frame, level, "db4", "shannon®);
u = leaves (1);
bt = besttree(t);
v = leaves (bt);
res = box4encoder(Vv);
end

The function "box4encoder” in the above code snippet is responsible for
encoding Best tree as indicated in [1].

To apply BTE algorithm on all available samples in SET_B, BCL is used. The
following code snippet is used to apply BTE to all available speech samples assigned
for SET_B experiment.

foreach (string file in files)

SPLib_SFSFile ¥ = new SPLib.SFSFile();

f.open(file);

T_ExportWAVQ);

string wfile = file.Substring(0, file.Length - 3) + "WAV";
mat.wav2bte (1, wfile);



All SFS files in SET_B are listed into a string array called files. The speech
waveform is exported from the SFS file to a known format called WAV file format.
This is important to pass the sound file to the Matlab function. The Matlab function
called "wav2bte" is called for each file in the string array "files". For more
information on the function "wav2bte" you may referee to [1].

Now it is needed to prepare the generated BTE files for being used by HTK.
BCL is used to write such a converter. The following cod snippet is written for the
converter function:

public static void BTEtoHTK(string BTEFfile, string htkfile)
{

BTEfile f1 = new BTEFile(BTEFfile);
HTKFile f2 = new HTKFile();
int sampleinl00ns = Convert.Tolnt32 ( fl.SampleLength * l1le-3 / 100e-9);
short bytesperhtksample =Convert.Tolntl6 ( T1l.BytesPerSample * 4 /
fl_BytesPerElemnt); // HTK is 4 bytes/element
T2_create(fl.NumberOfSamples, sampleinlOOns, bytesperhtksample,
SPLib_HTKParamKind.USER, htkfile);

int n;

n = F1_NumberOfSamples;

int m = f1_ElementsPerSample;

for (int i = 0; 1 < nj i++)

{

for (int j = 0; jJ < m; j++)
int elm =(int) fl1.ReadIlntl6();
f2.write( elm);
}
3
fl.close();
f2.close();

By the end of the above step, we should have all the training files needed by
HMM for both groups as shown in table3.

Table 1: Snapshot of HMM training files generated so far by the end of feature extraction step.

Group Feature type | HTK feature files HTK annotation files
SET_A VOC19 AAPA0001.dat | AAPAOQO0O1.lab

(24 files) : :

SET B BTE AAPAO0001.htk | AAPAQ0O01.lab

(24 files) : :

5. Training HMM

After features extraction step, it is the time for testing the features into a pattern
recognition process. As indicated in Table 1, two sets of files are prepared. They are
both ready for training HMM models using HTK.

First step in this phase is to design HMM model that best fit the information
needed to be recognized. The model here is 3 states left to right model. This assumes



that the recognized pattern is assumed to have three different parts. The parts are
consequent parts. The first part is the left one and the last part is the right one. This
assumption is very close to the reality as the consecutive sounds is supposed to have a
transition periods at the boundaries and a stable period at the middle. Figure 14
explains the relation between the proposed design model and speech sound. In this
experiment there are there sounds to be recognized {Voiced (VOI), Unvoiced (UNV)
and silent (SIL)}.

SIL ) VOl ' UNV

Speech stream

Figure 2: Relation between HMM model and speech sounds to be recognized. TL is the leading
transition period and TR is the trailing transition period while P is the stable phone period.

The model contains two non emitting states which appear in gray color in figure 2.
The non emitting states are important in HTK to indicate the entry and the exit points
to the model. Gaussian Probability Distribution Function (PDF) is used in each state
to fit the variability of the sound. To define an HMM model for HTK the following
script is written into a separate text file.

~0

<STREAMINFO> 1 19

<VECSIZE> 19<NULLD><FBANK><DIAGC>

~h "SIL"

<BEG INHMM>

<NUMSTATES> 5

<STATE> 2

<MEAN> 19

1.404372e+001 1.146923e+001 1.089870e+001 7.190041e+000 2.423316e+000 1.263892e+000
1.634800e+000 4.447996e-002 1.654768e+000 3.511177e+000 4.378909e+000 3.915090e+000
8.674143e-002 1.574287e-001 -6.058807e-001 -1.295122e+000 -2.223198e+000 -
2.120687e+000 -9.183334e-001
<VARIANCE> 19

3.086359e+002 2.563524e+002 1.796036e+002 1.263492e+002 8.962412e+001 7.586296e+001
7 .740655e+001 6.912480e+001 8.007733e+001 9.697153e+001 1.057107e+002 1.151898e+002
7.569676e+001 7.488948e+001 6.804313e+001 6.226783e+001 5.014687e+001 5.277541e+001
6.593863e+001
<GCONST> 1.210665e+002
<STATE> 3
<MEAN> 19

-1.550593e+000 -3.269745e+000 -4.287612e+000 -5.243945e+000 -5.796925e+000 -
5.822775e+000 -5.803507e+000 -5.910261e+000 -5.803027e+000 -5.761147e+000 -
5.671880e+000 -5.702754e+000 -5.948490e+000 -5.959568e+000 -5.960902e+000 -
5.970729e+000 -5.993655e+000 -5.991790e+000 -5.961835e+000
<VARIANCE> 19

8.319610e+001 4.678292e+001 2.388155e+001 8.794478e+000 2.526003e+000 1.837515e+000
2.220891e+000 1.482371e+000 2.225448e+000 2.601058e+000 3.406267e+000 3.234430e+000
8.082389e-001 8.287914e-001 8.249093e-001 5.735081e-001 2.694195e-001 3.057849e-001
6.422817e-001
<GCONST> 5.132733e+001
<STATE> 4
<MEAN> 19

4.351817e+000 2.717550e+000 2.140117e+000 1.390050e+000 -1.326494e+000 -1.220001e+000
4_.477349e-001 -1.336653e+000 -1.657292e-002 9.020020e-001 2.071208e+000 3.250645e+000
-2.780049e-001 -8.483851e-001 -9.663507e-001 -9.924042e-001 -1.579547e+000 -
1.328159e+000 -4.995179e-001



<VARIANCE> 19

1.096481e+002 9.111847e+001 8.397858e+001 7.596156e+001 5.026793e+001 4.964570e+001
7.590692e+001 6.081587e+001 6.890288e+001 7.740077e+001 8.851939e+001 1.061187e+002
7.655155e+001 7.167074e+001 7.540655e+001 8.126243e+001 7.148788e+001 7.071327e+001
8.899091e+001
<GCONST> 1.172263e+002
<TRANSP> 5

0.000000e+000 1.000000e+000 0.000000e+000 0.000000e+000 0.000000e+000
0.000000e+000 7.436733e-001 2.563267e-001 0.000000e+000 0.000000e+000
0.000000e+000 0.000000e+000 9.159696e-001 8.403045e-002 0.000000e+000
0.000000e+000 0.000000e+000 0.000000e+000 7.777685e-001 2.222315e-001
0.000000e+000 0.000000e+000 0.000000e+000 0.000000e+000 0.000000e+000
<ENDHMM>

The above script defines all model parameters. It defines the following items
1- Number of states.
2- Feature type.
3- Transition Matrix.
4- Gaussian PDF parameters in each state (Means and Variance).
5- The name of the class. In the above example it is "SIL".

For more details you may referee to [5].

The above is an initial definition. This definition will be adapted on the vision of
the training data available for the training phase. Two similar HMM models will be
defined to model VOI and UNV sounds.

Now it is important to split the available speech database files into two groups.
One group will be used for training and the other group will be used for test. The
following list is the training set files. It is saved into a text file called "train.Ist".

AAPAO002 .dat
AAPAOOO3.dat
AAPAOO004 .dat
ACPAO002 .dat
ACPAO003.dat
ACPA0O004 .dat
AEPAO002 .dat
AEPAOO03.dat
AEPAOO004 .dat
AFPAO002 .dat
AFPAOO03.dat
AFPAO004 .dat
AHPAOO002 .dat
AHPAOOO3.dat
AHPAOO04 .dat
AMPAOO0O2 .dat
AMPAOOO3.dat
AMPAOOO4 .dat

Another list will be prepared for test. The following is the test list. It is saved into
a text file called "TEST.LST".
AAPA0001 . dat
ACPA0001 . dat
AEPA0001 .dat
AFPA0001 . dat

AHPAOOO1 .dat
AMPAOOO1 .dat

We have two sets of files for testing the model as indicated in section 4. SET_A
for the filter banks features and SET_B for BTE features. It is important to configure
HTK such that it can understand the type of features under test. The following text is
saved into a text file called "config.txt".



# config.txt - HTK basic parameters
SOURCEFORMAT = HTK

TARGETKIND = FBANK

NATURALREADORDER = T

The configuration file will be provided for any HTK command to configure it to
correctly understand the provided features during the test or the training phases. The
above is the configuration file for Filter banks features. The following is the
configuration file for BTE features type.

# config.txt - HTK basic parameters
SOURCEFORMAT = HTK

TARGETKIND = USER

NATURALREADORDER = T

BTE is a new feature type so that it should be provided to HTK as user defined
type as indicated in the above script "TARGETKIND = USER".

After defining the three HMM models, it is better to initialize them using the
avalible database. This is good before starting the training phase. The following HTK
command is used to intitialize each HMM model:
hinit -T 1 -c config.txt -s train.Ist SIL

hinit -T 1 -c config.txt -s train.lIst VOI
hinit -T 1 -c config.txt -s train.lst UNV

The above three commands should initialize the available three HMM models on

the vision of the available database for each class. The above step will be applied on
the initial models in {SET_A and SET_B}.

Now the models are ready to be trained using the HTK. The following commands
are used to train the models in both groups:

HRest -T 1 -C config.-txt -S train.Ist -1 VOl VOI
HRest -T 1 -C config.-txt -S train.Ist -1 UNV UNV
HRest -T 1 -C config.txt -S train.Ist -1 SIL SIL

The above step may be repeated till log probability approaches to 0 or approaches
to stable value. As soon as the model is well trained, we can start the testing phase. By
the end of this step we should have 6 HMM models as indicated in table 2.

Table 2: HMM files after the training phase.

Group Feature type HMM files

SET A VOC19 VOl

(3 files) (Filter Banks) UNV
SIL

SET B BTE VOl

(3 files) UNV
SIL




6. Testing HMM

As shown in table 2, we have three HMM models for each group of files. Now it is
needed to test the trained models using the available testing files in each group. First it
is needed to prepare dictionary and word net. Dictionary contains all recognized
words while the Word net contains the grammar. Both of them are important for HTK
to get it correctly functioning. The problem we address in this research is a simple
classification problem that may not need grammars. So the word net will be prepared
in such way that matches with our needs. Figure 3 explains the way HTK alters
grammars. The top in the hierarchy is the word. Each word may be expressed in a
network of phones as each phone network represents certain pronunciation for the
associated word. And finally each phone is expressed in HMM model.

TN — TN
e M M e M
’ Word
level

level

Figure 3: HTK recognizer in depth. The abbreviations are explained as W for Word, P for Phone
and S for state. The dotted boundary explains the decomposition of the root element[5].

In our case the network is very simple. It will be constructed statistically from the
available samples. Each sample has a label file that explains sample contents in term
of VOI, UNV and SIL symbols. The following is a part of certain label file:

24917000 26727500 UNV
26727500 30867000 VOI
30867000 32193500 UNV

32193500 32375000 SIL
32375000 32414500 VOI

The first column indicates the beginning of the segment and the second column
indicates the end of the segment. Numbers are in term of 100(ns). For example
24917000 means segment (UNV) will start at24917000 x 100 x 107° =
2.4917(sec). The following HTK command is invoked to build the word net from
the available label files.

HBuild voices.dic voices.net

The above command uses the symbols in the file "voices.dic" to construct the file
"voices.net" using all label files exist in the same directory. The file "voices.dic" may
be like the following script:

SIL [SIL] SIL

VOl [VOI] VOI
UNV [UNV] UNV

The dictionary file maps the word to its possible pronunciation phone streams.
Here in our example the word is the same as the phone stream. Word VOI is

constructed of phone VOI. In our experiment the word is the same as the phone. Itis a
one level recognition. We do not have further resolutions for each word. The word



between the square brackets is the output symbol. It is used by HTK to provide
suitable output when word is recognized. It is an optional parameter. The network file
generated by "HBuild" command is like the following:

VERSION=1.0

N=7 L=9

1=0 W=TINULL

1=1 W=TINULL

1=2 W=UNV

1=3 W=SIL

1=4 Ww=VOl

1=5 W=TINULL

1=6 W=INULL

J=0 S=0 E=1 1=0.00
J=1 S=5 E=1 1=0.00
J=2 S=1 E=2 1=-1.10
J=3 S=1 E=3 1=-1.10
J=4 S=1 E=4 1=-1.10
J=5 S=2 E=5 1=0.00
J=6 S=3 E=5 1=0.00
J=7 S=4 E=5 1=0.00
J=8 S=5 E=6 1=0.00

J means joint, S means start, E means end, W means word symbol, | means log
probability and | is node identifier. Figure 4 explains the structure of the word net
generated by "HBuild".

Figure 4: Word net structure.

After constructing the dictionary and word net files, it is possible to start testing
the models. All test files will be fed to HTK for the recognition process. The
following HTK command is used to start testing the models against the available
testing files:

HVite -T 1 -C config.-txt -w voices.net -0 S -S test.Ist voices.dic words.Ist

The above HTK command should be applied to both sets {SET_A and SET_B}.
The file "words.Ist" contains the name of HMM model files. In this experiment it is
like the following script:

SIL
VOl
UNV

After executing the above command, all recognition results will be exported into
files in the same name as the test files with a new file extension ".rec". The generated
".rec" file is just similar to the standard label file. The following is a part of such
generated files:

11800000 13600000 VOI

13600000 30000000 SIL
30000000 31200000 VOI



31200000 32800000 SIL
32800000 36000000 VOI
36000000 37400000 SIL

To start results mining process, it is required to import the recognition files into
the associated SFS files. BCL will be used to apply the import process on all files in

both sets {SET_A and SET_B}. The following code snippet is written to make the
function:

foreach (string file in files)
int index = file_LastindexOf(".");

string sfsfile = file_Substring(0, index) + "_sfs";
Process a = new Process();

a.Startinfo.FileName = "anload"';
a.StartInfo.Arguments = "-h "+Ffile +" " + sfsfile;
a.Startinfo.RedirectStandardOutput = true;
a.StartiInfo.UseShellExecute = false;

a.Start();

a.WaitForeExit();

}

The above code snippet call the following SFS command for each file in the group
to be imported into the SFS file:

anload -h recfile sfsfile

After importing all recognition files into the associated SFS files, each SFS file
will contain two annotation items. The reference annotation item and the recognized
annotation item will be used by SFS to estimate the recognition rate. The results will
be obtained by comparing the reference annotation item to the recognized annotation
item for each 10(ms) of the spoken period. The following two SFS commands
perform the annotation comparison. The output is a confusion matrix. The following
lists the commands:

ancomp -r an.02 -t an.03 -f -m - AcPA0O001.sfs > sl
Conmat sl

The above two commands are applied on all testing SFS files. The generated
confusion matrix is like the one in figure 5.

Processing date : Fri May 23 14:24:11 2008
Confusion data from : s2

Confusion Matrix

| SIL WOI UNV
S
STL (1123 12 16
voI| 151 1536 111
UNVY| 79 120 5391

Number of matches = 3739
Recognition rate = 86.9%

Figure 5: Confusion matrix for a certain recognition process.

The confusion matrix gives allot of information for the recognition process.
Figure 5 gives such an example of the matrix. In this matrix we can notice that SIL
sounds is recognized as SIL in 1123 matches out of (1123+12+16 = 1151). SIL is
recognized as VOI for 12 times and as UNV for 16 times.

7. Results

The results of this research will be analyzed in this section. We have two sets of
files. SET_A deals with Filter banks (VOC19) and SET_B deals with Best Tree 4
point Encoded features (BTE).
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Figure 6: Comparison chart of overall system performance.

Figure 6 indicates the overall performance. As it is the first round in using BTE,
Filter Banks (VOC19) features indicate a significant better performance than BTE.
Many enhancements still may be added in the future to go around the drawback in the
currently proposed BTE features. The detailed analysis of the results is introduced
below to figure out the obtained results. As it will be shown below, the features failed
in recognizing the UNV sounds while it makes comparable results in recognizing SIL
and VOC. Figures 7, 8 and 9 provide the comparison results for the three classes
under test on both features {BTE and VOC19}.
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Figure 8: Comparison between BTE and Filter banks in recognizing (VOI) sound.



120
100

W BTE SIL
VOC19 SIL

Success Percentage(%)
N B OGO
oo 00
) Ly
g,
(#)
5 2
|

Figure 9: Comparison between BTE and Filter banks in recognizing (SIL).

8. Conclusions

This is a preliminary study to introduce BTE features. Many enhancements may

be included in the future to minimize the confusion results being discussed in section
1.
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Metaphor Interpretation Mechanisms
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Abstract

Understanding and comprehension of English texts, especially literary ones, has always been
problematic for foreign language learners. Metaphors, as difficult devices, create major
comprehension problems for these learners. This study aims at discovering the most current
mechanisms employed by the foreign language learners while engaged in the process of
interpreting metaphors taken from the domains of: ‘land mammals’, ‘birds’ and ‘sea creatures’,
the subparts of the larger, inclusive domain of ‘animals’, together with those from inanimate
domains of ‘vehicles’ and ‘the things that fly’. The unconventionality of these domains lead to
the instigation of the subjects’ creativity and thus the emergence of novel features. The results of
self-reporting technique suggest that reliance on the appearance, manner of behaving/doing
action or the behavior or action itself, as well as focusing on the intuition, semantic features,
experience and social culture constitute the mechanisms applied by the foreign language
learners. The findings of this study, if properly applied, can greatly affect the whole process of
learning/teaching metaphors.



Metaphor Interpretation Mechanisms

Farzaneh Salehi
Najaf Abad University, Isfahan, Irn
farzaneh2006_S_K@yahoo.com

Gholam Reza Zarei
Isfahan University of Technology
grzarei@cc.iut.a.ir

Abstract

Understanding and comprehension of English texts, especially literary ones, has always been
problematic for foreign language learners. Metaphors, as difficult devices, create major
comprehension problems for these learners. This study aims at discovering the most current
mechanisms employed by the foreign language learners while engaged in the process of
interpreting metaphors taken from the domains of: ‘land mammals’, ‘birds’ and ‘sea creatures’,
the subparts of the larger, inclusive domain of ‘animals’, together with those from inanimate
domains of ‘vehicles’ and ‘the things that fly’. The unconventionality of these domains lead to
the instigation of the subjects’ creativity and thus the emergence of novel features. The results of
self-reporting technique suggest that reliance on the appearance, manner of behaving/doing
action or the behavior or action itself, as well as focusing on the intuition, semantic features,
experience and social culture constitute the mechanisms applied by the foreign language
learners. The findings of this study, if properly applied, can greatly affect the whole process of
learning/teaching metaphors.
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Abstract

The study of learning styles tries to explain the individual differences in the way
people use their cognitive resources, learning best depending on the way they both
perceive and process information. After analysing the proportion of the learning
styles in the text books used to learn English as a second language, changes should
be made to improve the quality of education of books as they only benefit a small
percentage of students. The excessive representation of exercises that benefit the
Learning Style with less students and the small representation of exercises which
benefit students with majority styles demonstrate that text books follow a mistaken
tendency. The higher representation of exercises that benefits the Reflector Style
demonstrates that all the editorials, without exception, follow the natural method.
The natural method fails because it has an excess of representation of a single
Learning Style, which is the one with the smallest representation among the
students (Reflector Style). Text books act like a tool that generates learning, and if
we perfected it considering the different Learning Styles, we would be creating a
Learning Generator: an optimal tool of learning.
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1. COGNITIVE STYLES

Cognitive styles refer to the preferred way an individual processes information.
Unlike individual differences in abilities (e.g., Gardner, Guilford, Sternberg) which
describe peak performance, styles describe a person's typical mode of thinking,
remembering or problem solving.

Styles are usually considered to be bipolar dimensions whereas abilities are
unipolar (ranging from zero to a maximum value). Having more of an ability is
usually considered beneficial while having a particular cognitive style simply
denotes a tendency to behave in a certain manner. Cognitive style is a usually
described as a personality dimension which influences attitudes, values, and social
interaction.

A large number of cognitive styles have been identified and studied in the past.
Field independence versus field dependence is probably the most well known style.

It refers to a tendency to approach the environment in an analytical, as opposed
to global, fashion. At a perceptual level, field independent personalities are able to
distinguish figures as discrete from their backgrounds compared to field dependent



individuals who experience events in an undifferentiated way. In addition, field
dependent individuals have a greater social orientation relative to field independent
personalities. Studies have identified a number connections between this cognitive
style and learning. For example, field independent individuals are likely to learn
more effectively under conditions of intrinsic motivation (e.g., self-study) and are
influenced less by social reinforcement.

Individuals learn best in many different ways, sometimes using a variety of
learning styles, but teachers and trainers may not always present information and
learning experiences in the ways that best suit you. Forms of learning through
workshops, practical activities or through informal methods may suit some people
more than others. Sometimes, people feel they are not good at learning when it may
be just that they don't know their own learning styles.

1.1. NEURO-LINGUISTIC PROGRAMMING

Whether you realise it or not, we all have preferences for how we absorb
information, analyse it and make decisions. Some people like to see what you mean
and make decisions based on how things look. Some people like to hear your ideas
and decide based on what they sound like. Some people like to experience what you
are talking about and decide by how things feel to them.

The Human Brain is an incredible computer. However, it does not come with an
instruction manual! Understanding your personal learning style can improve your
own learning process, and assist you in communicating with other people.

Visual system.

* Need to see it to know it.

* Have strong sense of colour.
* May have artistic ability.

* Often have difficulty with
spoken directions.

* Might over-react to sounds.
* Might have trouble
following lectures.

* Often misinterprets words.

Auditory system.

* Prefer to get information by
listening-needs to hear it to
know it.

* May have difficulty
following written directions.
* Difficulty with reading.

* Problems with writing.

* Inability to read body
language and facial
expressions.

Kinesthetic system.
* Prefer hands-on learning.
* Often can assemble parts



without reading directions.

* Have difficulty sitting still.
* Learn better when physical
activity is involved.

* May be very well
coordinated and have athletic
ability.

1.1.4. Percentage of the representational systems
According to Pau Cazau (2002):

40% of the people are visual

30% auditory

30% kinesthetic
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Graphic 1. Percentage of representational systems according to Pau Cazau

1.2. LEARNING STYLES

Honey and Mumford postulate that people prefer different methods of learning,
depending upon the situation and their experience level, thus they move between
the four modes of learning, rather than being dominantly locked into one mode.
Honey and Munford’s learning cycle also slightly differs from Kolb's:

1. Having an experience

2. Reflecting on it

3. Drawing their own conclusions (theorizing)

4. Putting their theory into practice to see what happens

Activists (Do)

Immerse themselves fully in new experiences
Enjoy here and now

Open minded, enthusiastic, flexible

Act first, consider consequences later

Seek to centre activity around themselves

Reflectors (Review)

Stand back and observe

Cautious, take a back seat

Collect and analyze data about experience and events, slow to reach conclusions
Use information from past, present and immediate observations to maintain a big



picture perspective.

Theorists (Conclude)

Think through problems in a logical manner, value rationality and objectivity
Assimilate disparate facts into coherent theories

Disciplined, aiming to fit things into rational order

Keen on basic assumptions, principles, theories, models and systems thinking

Pragmatists (Plan)

Keen to put ideas, theories and techniques into practice
Search new ideas and experiment

Act quickly and confidently on ideas, gets straight to the point
Are impatient with endless discussion

1.2.5. Percentage of Learning Styles

According to Honey-Alonso the percentage of Learning Styles are:
Activist; 33 %

Reflector; 13 %

Theorist; 25 %

Pragmatist; 29 %

[ active

M reflector

0O theorist

B pragmatist

o88888

Graphic 2. Percentage of Learning Styles

2. GENERAL ANALYSIS OF EDITORIALS

Not only do students have their preferences and their style of learning. All
teachers have their own style when giving class, and that style is also reflected
when we use the different representational systems. Most of us tend to use a system
more often than the others when we teach. In order to detect what our tendencies
are, we need to analyse our way of teaching from the point of view of the NLP.
Generally, in all the groups of students we will find different types of learning
styles. If our teaching style is the same as that of our students, learning will be
easier for them than if it is not the same one, and with a book using all the different
styles we will be benefiting all our students.

2.1. Analysis according to the Neuro-Linguistic Programming

Each editorial has common characteristics and differential characteristics. One of
the main common characteristics that has been found after analysing different
editorials belonging to the same level is the great numerical equality of exercises
that benefit the different systems of neurolinguistic representations. The
neurolingistic representation in the editorials would be;

Visual; 35 %



Auditory; 33 %
Kinesthetic; 32 %
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Graphic 3. Percentage of NLP in the editorials

The Oxford publishing house turns out to be the one that benefits more the
students with predominance in Visual style (50 %). Cambridge is second (41.5 %),
Pearson occupies third (38.5 %), whereas Heinemann (24.1 %) and Richmond (20.8
%) includes a smaller representation of exercises that benefit this group of students.
The Visual style is the one that has the greatest representation in three of five
editorials, although not by much from the second predominant style, the Auditory
style. The one with the greatest percentage is Heinemann (44.1 %), followed by
Richmond (40.8 %) and Cambridge (30.5 %). Those that have a smaller percentage
are Oxford (26 %) and Pearson (24.2 %). The Kinesthetic style is the least
represented in two of five editorials although not by a remarkable amount from the
other representational systems, and varies between the greatest representation of
Richmond (38.4 %) and the representations of Pearson (37.3 %), Heinemann (31.8
%), Cambridge (28 %) and Oxford (24 %). This analysis demonstrates that the
books of the most sold and used editorials are near being learning generators. The
percentage of visual children habitually is very superior to the auditory and
Kinesthetic children, for that reason many activities are prepared for these children.

2.2. Analysis according to the Learning Styles

One of the main common characteristics after analysing different editorials on
the same level is the great representation of exercises that a Learning Style has over
other Styles. The average representation in percentages of the Learning Styles in the
analysed editorials would be;
Activist; 18.4 %
Reflector; 49.4 %
Theorist; 17.8 %
Pragmatist; 14 %
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Graphic 4. Percentage of Learning Styles in the editorials

The Reflector Style, with a representation of 49.4 %, is the Style which all
editorials benefit to. This data is common in all the analysed editorials. The Activist
Style occupies second position if we consider the average, with an 18,4 %



representation, but it has only been the second more represented Style in three of
the five editorials. The third most represented Style is the Theorist Style, with 17,8
%, that is also the second most represented Style in three of the five analysed
editorials. The Pragmatist Style, with a representation of 14 %, has been the least
represented Style in three of the five editorials, and it is, the Style with the smallest
representation in general.

The Richmond publishing house turns out to be the one that most benefits the
students with predominance in Activist Style (30 %). The Pearson publishing house
is second (23 %) and Cambridge and Heinemann occupy third (17 %), whereas
Oxford has the smallest representation of exercises that benefit this group of
students.

The Reflector Style is the one that has the greatest representation in all the
editorials, and with a clear advantage in percentage from the second predominant
Style. The publishing houses with the highest percentage (56 %) are Oxford, and on
the other hand, Heinemann is the one that has the lowest percentage (43 %). As it
can be verified, the highest score and the lowest do not distant to a great extent.
Heinemann is also the publishing house with the greatest percentage in
representation of exercises with Theorist Style (29 %). Oxford occupies the second
position (22 %). Cambridge (17 %) and Pearson (14 %) occupy the following
positions and Richmond has the lowest percentage (7 %). The Pragmatist Style is
the least represented style and varies between Pearson and Heinemann (11 %) and
Oxford, Cambridge and Richmond (16 %).

3. THE IMPROVEMENT OF THE LEARNING STYLES

Grammar

A- For Activist students; to make theoric questions, to solve to problems in small
groups, to make representations, competitions so that they interact with other
companions

B- For Theorist students; to face systems and concepts that present/display a
challenge, grammar competitions, to remind them that the activities that they are
doing serve to reach concrete goals, to elaborate a notebook of schemes and
exercises, to explain the theory or to summarize concepts after the end of the class
C- For the improvement of the Pragmatist students; representations of dialogues
that work on a concrete grammar structure

Speaking

A- For Activist students; activities that present/display a challenge, relative brevity
and immediate result activities. We must try emotion, drama and crisis with them.
Begin the class announcing that a variety of activities will be done and what new
things will be learned. Parallelly, we should avoid these students adopting a passive
role, so as to analyse and process data, not working alone. Proposed activities; to
draw faces on their fingers so that they speak, the corner of humour, to create a time
for humour, to compete in teams and scoring the results and having debates

B- Theorist students learn better if they are taught with general rules, so using
posters with general indications makes it easier for them to have conversation
activities

C- Pragmatist students learn better with useful activities and things they need in
their daily tasks. Proposed activities; to study structures, vocabulary, etc. related to
the daily life, to repeat phrases and structures after the teachers, to have a model to



imitate, to mark real and daily situations on a map, to have role plays, to practice
things with clear useful advantages

Reading comprehension

A- Activist students; Reading a second language can also be worked with activities
that benefit the Activist students, as the following ones: treasure hunting, reading
instructions so as to get a treasure or prize, the newspaper: to elaborate a newspaper
with different articles written by groups of students

B- For the improvement of the reading comprehension for students with
predominance in Theorist Style we could use the following activities; filling the
blanks: to fill in the blanks in a text, cross out the extra word: words have been
added to a text and the student must eliminate the extra words, alter texts: to change
the order of paragraphs or words so that the student orders them correctly.

C- Pragmatist students; the activities for the reading comprehension in a second
language for students of this Style are: treasure hunting; the students divided into
groups have to find missing objects, or follow the instructions and the winning
group is the one that obtains the object in less time, to make up a comic; after
creating a comic strip and is corrected by the teacher, comics are distributed to other
students so that they are read by their classmates and this activity also serves to
work in the writing, to sail in the network; Internet offers a multitude of possibilities
to work on reading comprehension in English.

Listening comprehension

A- So as the Activist students understand English we can use the following
activities; to have debates, to practice the initiation of conversations with simulated
strangers, to take part actively and to compete in equipment; the game of Bingo is
an example: to adapt the classic game to the necessities of the class, that is to say,
with numbers, objects, offices, foods, animals..., to use songs in the studied
language to work the listening comprehension.

B- For the student with predominance in Theorist Style to improve their listening
comprehension, the activities must allow them to analyse what is said, we should
repeat it over and over, and even analyse it deeply... Taking this into account, to
make activities with video is very appropriate; watching films, documentaries, ...

C- For the Pragmatist students we could prepare these activities; to study structures,
vocabulary, etc. related to daily life, interviewing a native person: after the
elaboration of questions, a student acts as a famous person, and we work on the
vocabulary, the colloquial expressions...

Writing

A-For Activist students; to chat using Messenger.

B-For Theorist students; to translate subtitles: to watch a scene of a film in original
version with subtitles in Spanish and translate it into the second language, working
the vocabulary, the grammar... and verify the original version

C-For Pragmatist students; to write e-mails

4. CONCLUSIONS
Our students have a preference for certain learning styles, making obsolete the
old system centred on the teacher and in order to make learning effective, each



student requires of a style of education adapted to his own way of learning. It also
has the additional problem that not all teachers have much knowledge of that
variety and do not know the strategies to follow according to the theories of the
Learning Styles.

The importance of this investigation is to try to optimise the education and
practice of a foreign language, increasing the level of knowledge of all the students
using a Learning Generator or common text book for all the students of a definite
English level, organizing it previously so that it teaches up to the maximum
capacity of each student, considering their Learning Style and thus eliminating the
teaching style of each teacher.

In order to identify learning styles we must take into account the investigations
made by David Kolb and Peter Honey. Both investigations are complementary and
they help us to identify the different learning styles and to see the different ways of
learning that each individual has.

Dr. Catalina Alonso maintains that "it is frequent that a teacher tends to teach as
he would like to be taught, that is to say, he teaches as he would like to learn, he
really teaches according to his own learning style”. Itis clear that we cannot choose
our students and, consequently, the learning styles of our students, but we can
choose a teaching method that benefits all our students.

In this investigation the methodology of the main editorials in English teaching
text books has been analysed (in general and by units) in order to see what
percentage of quantitative representation they have in the different learning styles
corresponding to the theories of Honey and Mumford (Activist, Reflectors, Theorist
and Pragmatist) and we have seen that books do not follow the theories of the
Learning Styles.

The excessive representation of exercises that benefit the Learning Style with
less students and the small representation of exercises which benefit the students
with majority styles demonstrate that the text books follow a mistaken tendency.
The higher representation of exercises that benefits the Reflectors Style
demonstrates that all the editorials, without exception, follow the communicative or
natural the method.

The editorials do not consider the different Learning Styles of the students, and
they are centred in a method that will soon be obsolete because the academic results
do not reflect good results. After analysing the main deficiencies, some activities
were created so as to deal with the deficiencies of the analysed text books (schemes,
additional material for the teacher...), and verified if the modifications previously
mentioned were effective as far as the attainment of the objectives proposed by each
book, using a control group to which these modifications were not applied to. The
results were highly encouraging since the students with Learning Styles with
smaller representation in text books obtained better results than those than did not
do the activities, since they belonged to the control group. This demonstrated that
the complementary activities that had been prepared to replace the deficiencies of
books, adding exercises and activities that benefited students from no-Reflectors
Learning Style, were positive.

There seemed to be a connection between certain Learning Styles and certain
linguistic aspects, seeming to have a relation between the oral abilities and the
Activist and Pragmatist Styles, and between the written abilities with the Reflector
and Theorist Styles, since they improved parallelly according to the linguistic area
worked.

Those students that obtain worse academic results, perhaps by the format



generally used in examinations are the students with Activist Style, those of
Theorist Style, being the students with better academic results to whom the format
of the examinations benefits, and the students of Reflectors Style, probably due to
the insistence in text books to work this cognitive facet.

The use of a pedagogical approach and the elaboration of the learning
programming of a second language must respond to several considerations. In a
deductive presentation one begins with axioms, principles or rules. A great
percentage of the class is deductive, probably being an elegant and efficient way of
introducing what it is taught. Nevertheless, it is evident that to incorporate an
inductive component in education promotes effective learning. Thus, inductive
education has to have its place just like the deductive.

Connecting this to the education of second languages, we could say that, at the
moment, the deductive method would be the classic one or taylorist and the
inductive one would correspond to the natural method, so fashionable nowadays.
For this last one, to acquire a language means a gradual learning, obtaining the
ability of communication without the necessity of using the rules that a teacher
explains, which benefits the students with a predominant Reflector Style, since they
are observers, compilers and assimilators.

Different to other subjects, the teaching of English as a second language is very
poor in deductive techniques, which makes learning for students with predominant
Theorist Style quite difficult. If we have to balance deduction and induction, the
text books used in English language teaching follow the wrong methodology, since
they benefit a single style, the Reflexive, making learning difficult for students
with other Learning Styles. This happens because the editorials follow the natural
method. Thus, we must conclude that this method does not benefit the great
majority of students and, consequently, we should eradicate it, or, at least, modify
it.

We can conclude with clear evidence that the editorials do not consider the
different Learning Styles at the time of programming their books. On the one hand,
they do not seem to consider the percentage of representation of the pupils
pertaining to each Learning Style. But on the other hand, they seem to consider the
present tendency in the methods of education of the foreign languages, since they
are centred in natural and communicative methods, leaving aside, for example, the
grammar explanations that would benefit students with Theorist Style.
Paradoxically, they do not turn out to be very communicative since they do not
include a great variety of communicative exercises, that would benefit the students
from Activist and Pragmatist Style. This must be because the text books are
designed considering educative contexts where classes have a large number of
students, which makes the accomplishment of these activities difficult.

It is obvious that the general implantation of the very fashionable natural or
communicative method in the teaching of English does not give the corresponding
results. Students who finish obligatory education do not end up with a level of
English that allows good oral and written communication.

This investigation analysing the most widely used text books in the classrooms
could discover the reason. Although it may seem excessive, this investigation
exceeds expectations since the initial intention was only to see which editorial was
better in quality, taking into account the diversity of learning styles, but this
investigation has ended up finding the main failure of the tendency in education in
second languages; the communicative method fails because it has an excess
representation of a single Style, which is the one of smallest representation among



the students (Reflectors Style).

Now it is time for the editorials to pay greater attention to the theories on
Learning Styles than to the present educative tendencies, as the communicative and
natural methodologies in foreign languages do not benefit all the students. Text
books act as a tool which generates learning, and if we improved them taking into
account the different Learning Styles, we would be working with a real Learning
Generator for all the students, without any exception at all. Can we imagine a
learning system where all the students learned at their best? What degree of
knowledge could those students end up reaching if this system were implanted in a
generalized manner? It seems utopia, but it is an attainable utopia if we prepare text
books that benefit all students. If we used a method which benefited all our
students, we would be creating students who would learn with the maximum of
their capacities and all society would benefit from that.
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Not only do students have their preferences and their style of learning. All teachers have
their own style when giving class, and that style is also reflected when we use the different
representational systems. Most of us tend to use a system more often than the others when we
teach. In order to detect what our tendencies are, we need to analyse our way of teaching from
the point of view of the NLP. Generally, in all the groups of students we will find different
types of learning styles. If our teaching style is the same as that of our students, learning will be
easier for them than if is not the same one, and with a book using all the different styles we will
be benefiting all our students.

Each editorial has common characteristics and differential characteristic. One of the main
common characteristics that has been found after analysing different editorials belonging to the
same level is the great numerical equality of exercises that benefit the different systems of
neurolinguistic representations. The neurolingistic representation in the editorials would be;
Visual; 35 %, Auditory; 33 % and Kinesthetic; 32 %

The Oxford publishing house turns out to be the one that benefits more the students with
predominance in Visual style (50 %). Cambridge is second (41.5 %), Pearson occupies third
(38.5 %), whereas Heinemann (24.1 %) and Richmond (20.8 %) includes a smaller
representation of exercises that benefit this group of students. The Visual style is the one that
has the greatest representation in three of five editorials, although not by much from the second
predominant style, the Auditory style. The one with the greatest percentage is Heinemann (44.1
%), followed by Richmond (40.8 %) and Cambridge (30.5 %). Those that have a smaller
percentage are Oxford (26 %) and Pearson (24.2 %). The Kinesthetic style is the least
represented in two of five editorials although not by a remarkable amount from the other
representational systems, and varies between the greatest representation of Richmond (38.4 %)
and the representations of Pearson (37.3 %), Heinemann (31.8 %), Cambridge (28 %) and
Oxford (24 %). This analysis demonstrates that the books of the most sold and used editorials
are near being learning generators. The percentage of visual children habitually is very superior
to the auditory and Kinesthetic children, for that reason many activities are prepared for these
children.

One of the main common characteristics after analysing different editorials on the same
level is the great representation of exercises that a Learning Style has over other Styles. The
average representation in percentages of the Learning Styles in the analysed editorials would
be; Activist; 18.4 %, Reflector; 49.4 %, Theorist; 17.8 % and Pragmatist; 14 %

The Reflector Style, with a representation of 49.4 %, is the Style which all editorials benefit
to. This data is common in all the analysed editorials. The Activist Style occupies second
position if we consider the average, with an 18,4 % representation, but it has only been the
second more represented Style in three of the five editorials. The third most represented Style is
the Theorist Style, with 17,8 %, that is also the second most represented Style in three of the
five analysed editorials. The Pragmatist Style, with a representation of 14 %, has been the least
represented Style in three of the five editorials, and it is, the Style with the smallest



representation in general.

The Richmond publishing house turns out to be the one that most benefits the students with
predominance in Activist Style (30 %). The Pearson publishing house is second (23 %) and
Cambridge and Heinemann occupy third (17 %), whereas Oxford has the smallest
representation of exercises that benefit this group of students.

The Reflector Style is the one that has the greatest representation in all the editorials, and
with a clear advantage in percentage from the second predominant Style. The publishing houses
with the highest percentage (56 %) are Oxford, and on the other hand, Heinemann is the one
that has the lowest percentage (43 %). As it can be verified, the highest score and the lowest do
not distant to a great extent. Heinemann is also the publishing house with the greatest
percentage in representation of exercises with Theorist Style (29 %). Oxford occupies the
second position (22 %). Cambridge (17 %) and Pearson (14 %) occupy the following positions
and Richmond has the lowest percentage (7 %). The Pragmatist Style is the least represented
style and varies between Pearson and Heinemann (11 %) and Oxford, Cambridge and
Richmond (16 %).

Our students have a preference for certain learning styles, making obsolete the old system
centred on the teacher and in order to make learning effective, each student requires of a style
of education adapted to his own way of learning. It also has the additional problem that not all
teachers have much knowledge of that variety and do not know the strategies to follow
according to the theories of the Learning Styles.

The importance of this investigation is to try to optimise the education and practice of a
foreign language, increasing the level of knowledge of all the students using a Learning
Generator or common text book for all the students of a definite English level, organizing it
previously so that it teaches up to the maximum capacity of each student, considering their
Learning Style and thus eliminating the teaching style of each teacher.

In order to identify learning styles we must take into account the investigations made by
David Kolb and Peter Honey. Both investigations are complementary and they help us to
identify the different learning styles and to see the different ways of learning that each
individual has.

In this investigation the methodology of the main editorials in English teaching text books
has been analysed (in general and by units) in order to see what percentage of quantitative
representation they have in the different learning styles corresponding to the theories of Honey
and Mumford (Activist, Reflectors, Theorist and Pragmatist) and we have seen that books do
not follow the theories of the Learning Styles.

The excessive representation of exercises that benefit the Learning Style with less students
and the small representation of exercises which benefit the students with majority styles
demonstrate that the text books follow a mistaken tendency. The higher representation of
exercises that benefits the Reflectors Style demonstrates that all the editorials, without
exception, follow the communicative or natural the method.

The editorials do not consider the different Learning Styles of the students, and they are
centred in a method that will soon be obsolete because the academic results do not reflect good
results. After analysing the main deficiencies, some activities were created so as to deal with



the deficiencies of the analysed text books (schemes, additional material for the teacher...), and
verified if the modifications previously mentioned were effective as far as the attainment of the
objectives proposed by each book, using a control group to which these modifications were not
applied to. The results were highly encouraging since the students with Learning Styles with
smaller representation in text books obtained better results than those than did not do the
activities, since they belonged to the control group. This demonstrated that the complementary
activities that had been prepared to replace the deficiencies of books, adding exercises and
activities that benefited students from no-Reflectors Learning Style, were positive.

There seemed to be a connection between certain Learning Styles and certain linguistic
aspects, seeming to have a relation between the oral abilities and the Activist and Pragmatist
Styles, and between the written abilities with the Reflector and Theorist Styles, since they
improved parallelly according to the linguistic area worked.

Those students that obtain worse academic results, perhaps by the format generally used in
examinations are the students with Activist Style, those of Theorist Style, being the students
with better academic results to whom the format of the examinations benefits, and the students
of Reflectors Style, probably due to the insistence in text books to work this cognitive facet.

The use of a pedagogical approach and the elaboration of the learning programming of a
second language must respond to several considerations. In a deductive presentation one begins
with axioms, principles or rules. A great percentage of the class is deductive, probably being an
elegant and efficient way of introducing what it is taught. Nevertheless, it is evident that to
incorporate an inductive component in education promotes effective learning. Thus, inductive
education has to have its place just like the deductive.

Connecting this to the education of second languages, we could say that, at the moment, the
deductive method would be the classic one or taylorist and the inductive one would correspond
to the natural method, so fashionable nowadays. For this last one, to acquire a language means a
gradual learning, obtaining the ability of communication without the necessity of using the
rules that a teacher explains, which benefits the students with a predominant Reflector Style,
since they are observers, compilers and assimilators.

Different to other subjects, the teaching of English as a second language is very poor in
deductive techniques, which makes learning for students with predominant Theorist Style quite
difficult. If we have to balance deduction and induction, the text books used in English
language teaching follow the wrong methodology, since they benefit a single style, the
Reflexive, making learning difficult for students with other Learning Styles. This happens
because the editorials follow the natural method. Thus, we must conclude that this method does
not benefit the great majority of students and, consequently, we should eradicate it, or, at least,
modify it.

We can conclude with clear evidence that the editorials do not consider the different
Learning Styles at the time of programming their books. On the one hand, they do not seem to
consider the percentage of representation of the pupils pertaining to each Learning Style. But on
the other hand, they seem to consider the present tendency in the methods of education of the
foreign languages, since they are centred in natural and communicative methods, leaving aside,
for example, the grammar explanations that would benefit students with Theorist Style.
Paradoxically, they do not turn out to be very communicative since they do not include a great
variety of communicative exercises, that would benefit the students from Activist and



Pragmatist Style. This must be because the text books are designed considering educative
contexts where classes have a large number of students, which makes the accomplishment of
these activities difficult.

It is obvious that the general implantation of the very fashionable natural or communicative
method in the teaching of English does not give the corresponding results. Students who finish
obligatory education do not end up with a level of English that allows good oral and written
communication,

This investigation analysing the most widely used text books in the classrooms could
discover the reason. Although it may seem excessive, this investigation exceeds expectations
since the initial intention was only to see which editorial was better in quality, taking into
account the diversity of learning styles, but this investigation has ended up finding the main
failure of the tendency in education in second languages; the communicative method fails
because it has an excess representation of a single Style, which is the one of smallest
representation among the students (Reflectors Style).

Now it is time for the editorials to pay greater attention to the theories on Learning Styles
than to the present educative tendencies, as the communicative and natural methodologies in
foreign languages do not benefit all the students. Text books act as a tool which generates
learning, and if we improved them taking into account the different Learning Styles, we would
be working with a real Learning Generator for all the students, without any exception at all.
Can we imagine a learning system where all the students learned at their best? What degree of
knowledge could those students end up reaching if this system were implanted in a generalized
manner? It seems utopia, but it is an attainable utopia if we prepare text books that benefit all
students. If we used a method which benefited all our students, we would be creating students
who would learn with the maximum of their capacities and all society would benefit from that.

Dr. Mrs. Eva Zanuy
UNED
Spain.
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Abstract

The research paper aims to discuss about the techniques that can be used for compiling a
Machine Tractable Dictionary (MTD) for machine translation based on parallel corpora.
And also it explains the exhaustive analysis of translation equivalents ranging from
morphemes to words and to sentences by having a typological study of English and Tamil
languages.

I. Introduction:

Traditionally, linguistic analyses have emphasized structure - identifying the
structural units and classes of a language. (e.g. morphemes, words, phrases, grammatical
classes) and describing how smaller units can be combined to form larger grammatical
units (e.g. how words can be combined to form phrases, phrases can be combined to form
clauses, etc.)

A recent perspective - corpus based statistical approach has been adopted here to
investigate how speakers and writers exploit the resources of their language rather than
looking at what is theoretically possible in a language, we study the actual language used
in naturally occurring texts.

This research paper aims at investigating specifically the grammatical association
of ~ing words in English and its possible translation equivalents found in Tamil
Language, since seemingly similar structures occur in different contexts and serve
different functions based on its grammatical associations that can help to prepare a Bi-
lingual Machine Tractable Linguistic Tool for Machine Translation.

Il. Modus operandi of investigating the right and left collocates of - ings in English
to make the machine recognize

= |t can be assured that one of the left collocates of ~ing is verb that is grouped as a
Open Parts of Speech in English and it has grammatical association with the
present participle suffix i.e~ing. Hence a Corpus Based Statistical Approach can
be adopted to database all the words found in the dictionary or in any tagged
corpus as a verb as its principle entry.
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Since it is one of the trends in language that the Nouns can be made use of Verbs
to shrink the language instead of populating the parts of speech, one can
investigate the nouns which are already being made use of verbs or likely to be
made use of verbs in the present day language to enrich the lexical resource of a
machine readable dictionary which is an ultimate linguistic tool for machine
translation.

During present-participiling, some of the English verbs which possess -ing with
the root verb take another ing. So it is necessary to make distinction between the
present participle verbs which has an ing and an ing as found in the following
samples like singing, ringing, singing etc., since the machine is incapable of
understanding the process of present participiling automatically.

Analysis can be made on the problematic verb forms such as will since it does not
have past tense form willed* and past participle form willed/willen* but it has
present participle form willing but functioning as an adjective in the example
“Lakshmi was willing to join with us ’, and the III person singular present tense ‘s’
form that is "wills’ is available in rare context, examples like "if god wills...’

Since the following samples are overlapping the word-formation rules in English
it is very interesting to note that even the adjectives like “ready’ is made use of as
verbs as found below

a. Theni readying for CM’s Visit’ found in the popular daily THE HINDU
dated 23" January 2004.

b. "..officials are readying venues here and...’ found in the same daily dated
Jan 31,2004.

So this kind of analysis would be a worth experimenting research on corpus to
find out the new word-formations and usages of such words to instance it in the
lexical resources like Machine Readable Dictionary (MRD)

Context Free Grammar (CFG) techniques can be adopted to train the machine to
understand the various grammatical functions of the ~ing words as follows

a. adjective in the example “Smiling beauty °
b. gerund in the example ~ Smiling rapports everbody’
c. present participle in the example “She is smiling’

depends upon the concordance.

Statistical analysis can be made to database and distinguish the verbless-ing
words under its various grammatical functions as follows:

Evening [Noun/Time adverb]
King [Pure Noun]



During [Preposition]
Accordingto [Adverb]
Something [Pronoun]

This analysis would be useful for preparing a linguistics tool that would recognize

and tag the various grammatical categories of ~ing words in the given corpus.

I11. The case and correlative study of ings in English and its equivalents in Tamil
brings the following issues to be kept in mind to build a Machine Tractable
Linguistic TOOL (MTLT).

1.

It is important to make an analysis whether all gerundial nouns in English are
bringing ‘thal’ or " ththal’ suffixes in Tamil since it is highly productive in nature
and can we add some more suffixes as gerundial suffixes in Tamil like ippu etc.,

1 (). The gerund ‘doing’ is neutral in English in the following examples a), b),
and c¢) and demonstrate the challenges in providing the translation equivalents
since the relativity of tense is being maintained or expressed in Tamil

Examples:

a) By doing it himself, he is saving lot of money (Present time reference)
avane athai ceykirathan/ceyvathan muulamaaka avan athika
panaththai ceemiththukkontirukkiraan

b) By doing it himself, he saved a lot of money (Past time reference)
avane athai ceyththan muulamaaka avan athika panaththai cemithaan

c) By doing it himself, he will save a lot of money (Future time reference)
avane athai ceyvathan muulamaaka avan athika panaththai cemippan

The ~ing ending words that are functioning as an adjectives take participial noun
suffixes in Tamil based on tense, person, number, gender. or take akaa or aana
suffixes in Tamil based on the concordance found in the following examples

e.g. a) The story is interesting’ intha kathai aarvamaaka inrukkirathu. In this
example the word interesting is functioning as an adjective, but it takes
“aaka’ suffix (which is popularly noted as adverbial suffix) in Tamil since the
copula verb “is”is there.

e.g. b) "It is an interesting story’ ithu oru arumaiyaana kathai. In this example
the word interesting is functioning as an adjective, and it takes ‘aana’ suffix
in Tamil (which is popularly noted as adjectival suffix) since an article
follows it.

Whether the —ing fronted with a verb followed by a 'be’ form take kontiru as its
translation in Tamil. (be +verb+ing = ----- +kontiru +-------- +-----)



4. Since the systematic usages like ‘neighbouring house’ or ‘neighbouring country’
are being translated as pakkathil ulla viitu or pakkatthu viitu and pakkaththil ulla
nadu or pakkaththu nadu, the frequency of lexical — lexical association or
concordance listings from a parallel corpus can be considered for providing
translation equivalents in the machine understandable linguistic tools such
Arbitrarily Reordered Dictionaries (ARD) or Machine Readable Dictionaries
(MRD).

IV Conclusion:

The scope of the present research paper is a wider spectrum of identifying translation
equivalents ranging from morphemes to words and to sentences and transferring the
English Sentences into Tamil. The exhaustive correlative study of English and Tamil
which amalgamates both contrastive and typological studies of the two languages will be
a future documentation for one who will attempt for a full fledged Machine Tractable
Dictionary (MTD) for Machine Translation (MT) system for transferring English into
Tamil.
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Abstract

This work explores the possibility of using a proposed biometric feature based on
sound formants as differentiating parameters in speaker verification. It is claimed to be
feasible by applying these parameters to substitute the typical keys in symmetric encryption
algorithm as in data encryption standard (DES). The procedures for preparing the suggested
key in this algorithm constitute a set of steps. First, to choose the candidate formants; F1, F2,
and F3. Second to pre-permute these frequencies then to compute the arc-tangents of (F1-
F2, F1-F3, F2-F3, F3-F1, F2-F1,F3-F2). Formants which are embedded in the computed
arc-tangents are considered as signatures in DES with the purpose of adding more
complication in encryption process for less cryptanalysis probabilities. The proposed digital
signatures are chosen randomly in a pre-determined time slices, to be applied to the key
schedule, KS in DES algorithm. Complexity issue due to these additional processes has to be
discussed. Formant's arc-tangent is recommended to be of 64-bit block from which the 56-
bit key is extracted as usual in DES algorithm. Trade-off of security needs and algorithm
complexity are biased towards providing more encryption and authentication sophistication.
The motivation to apply the proposed algorithm is the susceptibility of DES to analytical
attack, in addition to the limitation of the maximum cryptographic security (56 bits) of DES.
This paper focuses on vowels because it is characterized, mainly by formants. Also most
often the two first formants, Fland F2 are enough to disambiguate the vowels. The
uniqueness of formants as biometric parameters reveals robust authentication for messages
via networks. More add-on sophistication is due to the underlined procedures in DES-
algorithm. The first three formants are extracted from pre-determined vowel-based sounds of
five adult speakers. These formants are permuted for computing the arc-tangent values
which then are undertaken the basic operations on the keys of DES-algorithm. Two nested
loops for generating time slices and the formants permutation in addition to the linear order
of computing the arc-tangent of the mentioned formants are added to the algorithm of the
traditional DES.. The overall cost of the added algorithm is nearly N2. The additional
complexity is accepted compared with the great cryptanalysis resistance of the proposed
biometric-based DES algorithm.

Keywords: Data Encryption Standard (DES), Formants, Arc-tangent, Algorithm
complexity

1. Introduction

Data encryption is nothing new, but when it is used in conjunction with high performance,
high-volume enterprise storage, it poses some legitimate challenges. Data encryption is
being implemented for stored data in addition to the traditional use of encrypting data in



transit. Most of the encryption focus had been on data transmission, but the risk of
compliances are moving the topic of encrypting data at rest, or stored data, much higher on
the priority list of leading edge data protection strategies. DES is now considered to be
insecure for many applications. This is chiefly due to the 56-bit key size being too small as
DES keys have been broken 24 hours or less as microprocessor speeds increase. Computer
chips currently can test 200 million DES keys/second [1]. Other encryption algorithms have
been in use for years and include Secure Sockets Layer (SSL) for internet transaction, Pretty
Good Privacy (PGP), and Secure Hypertext Transfer protocol (S-HTTP). The additional
proposed biometric layer aims at enhancing the performance of DES specially at the
recipient. Hashing encryption is a cryptographic algorithm that takes data input of any length
and produces an output of a fixed length which is denoted "Digital Signature” and is used for
data integrity. Digital signatures typically range from 128 bits using the MD5 algorithm
(message Digest 5) to 160 bits in size using the more secure SHAL ( Secure Hash Algorithm
1) [1].

In this paper, a proposed additional layer which is considered as a digital signature like
hash (One Way) algorithm is complemented with DES algorithm. The suggested features add
biometric privilege to DES encryption capabilities to make it more secure. The robustness of
applying biometric parameters in encryption systems is to provide unique authentication,
well verification, and recipient privacy. The uniqueness of formants in the human voice
adopts them to be applied in the security algorithms. Although the extraction of formants is
not so simple and will increase the whole complexity of the intended systems, it on the other
hand, will add value to these systems. Numerous symmetric cipher have been developed
since the introduction of data encryption standard (DES). Although DES is replaced by the
(AES), DES remains the most important such algorithm. [2]. DES is considered, now,
insecure because a brute force attack is possible. The best analytical attack is linear
cryptanalysis and has a time complexity of 2343,

The paper is organized as follows. In section Il, an overview of DES is presented. A
brief symbolic description of DES is explored in section Ill. In section IV, the formants as
biometric metrics are discussed. Section V illustrates the proposed algorithm. Results are
explored in section VI. Finally Conclusion and future work are presented in section VII.

I1. Data Encryption Standard (DES): Overview

Cryptography is the art of secret writing, or devising ways of transmitting messages so
that others cannot read them. DES is a "private key" system; that communicants share a
secret key, and the eavesdropper will succeed if he can guess this key among its quadrillions
of possibilities [4].

In contrast, the security of a typical "public key" is based on the difficulty of taking
"discrete logarithms" (reversing the process of exponentiation in a finite field); that is the
Deffie Heliman key exchange protocol. The simplified DES (S-DES) has similar properties
and structure to DES with much smaller parameters. S-DES takes an 8-bit block of plaintext
and a 10-bit key as input and produces an 8-bit block of ciphertext as output.  In the basic
structure of DES, there is a secrete 56-bit key under whose influence a 64-bit plaintext
(input) is transformed into 64-bit ciphertext (output). The input message is broken into two
halves, "left" and "right™ during the first of sixteen "rounds,"” the 32-bit right half along with
48 of the 56 key bits, is fed into a nonlinear function F. The 32-bit output of this function ,
added to the left message, becomes the new right half message. Meanwhile the old right half



message is funneled forward to become the new left half message. Thus ends one round. The
process is repeated sixteen times, using a different selection of 48 key bits each time. The
final left half and right half message become the ciphertext [5],[6]. Strength of the typical
DES fall into two areas : key size and the nature of the algorithm. With the length of 56-bits,
there are 2*° possible keys, which is approximately 7.2x10% keys. The increase of the
parallel hardware speed make the key detection and consequently, DES attack easier and in
less time. Fortunately, there are a number of alternatives to DES, the most important of
which are AES ( Advanced Encryption Standard) and triple DES (3DES) [7] 3DES has three
times as many rounds as DES. AES is a symmetric block cipher with a block length of 128
bits and support for key length of 128, 192, and 256 bits [8]. DES encryption algorithm
involves four functions for computation as indicated in figure -1 [9].

1. aninitial permutation, IP
2. acomplex function, f, which constitutes both permutation and substitution operations

depending on the key input.
3. asimple permutation that switches (SW) the two halves of the data f, once more, and

4. the inverse permutation function IP " which inverse the IP-operation.
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Figure-1 Data Encryption System (DES) Algorithm [9]

As with any encryption scheme, there are two inputs to the encryption function: The
plaintext to be encrypted and the key. In DES-algorithm, the processing of the plaintext
proceeds in three phases. First, the 64-bit plaintext passes through an initial permutation (IP)



that rearranges the bits to produce the permuted input. This is followed by a phase
constituting of 16 rounds of the same function, which involves both permutation and
substitution functions. The output of the last (sixteen) round consists of 64 bits that are a
function of the input plaintext and the key. The left and right halves of the output are
swapped to produce the pre-output. Finally the pre-output is passed through a permutation
(IP1); the inverse of the initial permutation function, to produce the 64-bit ciphertext. The
56-bit key is passed through a permutation function. Then, for each of the 16 round a sub-
key (Ki) is produced by the combination of a left circular shift and permutation. The
permutation function is the same for each round, but a different sub-key is produced because
of the repeated iteration of the key bits.

111 Brief Symbolic Description of DES

The algorithm is designed to encipher and decipher blocks of data consisting of 64 bits
under control of 64-bit key (blocks are composed of bits numbered from left to right). The
deciphering process is the reverse of the enciphering process. A block to be enciphered is
subjected to an initial permutation IP, then to a complex key-dependent computation and
finally to permutation which is the inverse of the initial permutation IP - The k-function-
dependent computation can be simply defined in terms of a function f, called the cipher
function, and a function KS, called the key schedule. The function, F is defined in terms of
primitive functions which are called the selection functions, S; and the permutation function
P. Let the 64 bits of the input block to an iteration consists of a 32 bit block L followed by a
32 bit block R, then the output block is then LR. The output L'R' of an iteration with input
LR is defined by:

L'=R
R'L= f(RK)
where f (R,K) denotes bit-by-bit addition modulo 2.

If L'R'is the output of the 16" iteration then R'L" is the pre-output block. At each iteration a
different block K of key bits is chosen from the 64-bit key designated by KEY. Let KS be a
function which takes an integer n in the range from 1 to 16 and a 64-bit block KEY as input
and yields as output a 48-bit block K, which is a permuted selection of bits from KEY.. That
is:

Kn = KS( n,KEY)
Let the permuted input block be LR and let Lo, Ro be respectively L and R and let Ln,
Rn be respectively L' and R' when L, R are respectively Ln.1 and Rn1 and K is Kp; that is

when n is in the range from 1 to 16,

Ln=Rn1
Rn=Ln1 f(Rn-l,Kn)

The pre-output block is then RisLis.

The key schedule KS produces 16 Kn which are required for the algorithm. Figure-2
explores the enciphering computation process [2].
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Consequently, to decipher it is only necessary to apply the very same algorithm to an
enciphered message block, takencare that at each iteration of the computation the same block

In deciphering, the permutation 1P applied to the pre-output block is the inverse of the
initial permutation IP applied to the input. It follows that:

R=L"'

L =R" f(L",K)
of key bits K is used during decipherment as is used during the enciphering of the block.

The permutation IP-1 applied to the pre-output block is the inverse of the initial
permutation IP applied to the input. A sketch of the calculation of f(R,K) is given in
figure-3. [10].

R (32 BITS)
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Figure-3 Sketch of the F(R,K) Calculation [10]

Let E denotes a function which takes a table of 32 bits as input and yields a block of 48 bits
as output. Let E be such that the 48-bits of the output, written as 8 blocks of 6 bits each, are
obtained by selecting the bits in its inputs in order according to the following table:



E bit-selection table

32 1 2 3 4 5
4 5 6 7 8 9
8 9 10 11 12 13

12 13 14 15 16 17

16 17 18 19 20 21

20 21 22 23 24 25

24 25 26 27 28 29

28 29 30 31 32 1

It is noted from the above table that the first three bits of E(R) the bits in the position
32,1 and 2 of R while the last 2 bits of E(R) are the bits in the position 32 and 1.

Each of the unique selection functions Si, Sz, ...... ,Ss takes a 6-bit block as input
and yields a 4-4-bit block as output and is illustrated by using a table containing the
recommended Si, see Appendices in [10]

1VV. Formants: The Biometric Security Metrics

A formant is a peak in an acoustic frequency spectrum which results from the resonant
frequencies of any acoustic system. It is most commonly invoked in phonetics or acoustics
involving the resonance frequencies of the vocal tract or musical instruments [13].

Formants are distinguishing or meaningful frequency components to human speech. A
speech sound wave does not actually travel through the vocal tract and out into the air.
Rather, the air in the vocal tract behaves like a spring that vibrates back and forth in standing
wave. Resonant frequencies match the frequencies of the waves that will fit the tube. The
general form for calculating formants is illustrated as follows [14]:

Fn=(2*N-1) *C /4L  where
N = resonance number,

C = Speed of sound,

L = length of the vocal tract.

By definition, the information that humans require to distinguish between vowels can be
represented quantitatively by the frequency content of the vowel sounds. The formant with
the lowest frequency, F1, F2, F3 are enough to disambiguate the vowel. The first two
formants, F1, F2 are primarily determined by the position of the tongue. F1 has a higher
frequency when the tongue is lowered and F2 has higher frequency when the tongue is
forward. Each formant corresponds to a resonance in the vocal tract. Vowels will almost
have four or more distinguishable formants. Formants move about in a range of
approximately 1000 Hz for a male adult. Nasals usually have an additional formant around
2500 Hz. The liquid usually has an extra formant at 1500 Hz, while the repetitive sound is
distinguished by virtue of a very low third formant (below 2000 Hz). Plosives modify the
placement of formants in the surrounding vowels. Bilabial sounds cause a lowering of the
formants. Alveolar sounds cause less systematic changes in neighboring vowel formants,
depending partially on exactly which vowel is present. The time-course of these changes in
vowel formant frequencies are referred to as 'formant transitions' [11]. Each vowel can be
placed on a graph, where F1, F2 are represented on the horizontal and the vertical dimension
respectively. Figure-4 depicts the formants, F1 vs. F2 for different vowels [12].
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Figure-4 F1vs. F2 for different vowels [12]

The energy contents in each formant is represented as dark band in wideband
spectrogram as shown in figure-5 [14] Formants are existing in both vowels and consonants
and they are seen on the spectrogram around the frequencies that correspond to the
resonances of the vocal tract. In case of consonants, the oral constriction in the vocal tract
results in anti-resonances at one or more frequencies. Consequently, they attenuate or
eliminate formants at or near these frequencies, as it is seen below 3000-4000Hz for the two
instances of [s] in the above spectrogram. All vowels are characterized by F1 and F2, but
more complete description of front vowels requires at least F3 as well, which differentiates
between [i] and [y] etc.
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Figure-5 Wide-banded formants of different sounds [14]

Table-1 declares the range of vowel formants to be checked during formants
extraction in the proposed algorithm.



Table (1): F1, F2, F3 for different vowels for men with typical words [14]

sAyf:nPbAo?g IPA Typeal g g

Symbol Word 3

Vowel
IY i/ beet 270 2290 3010
H i bit 390 1990 2550
EH fel bet 530 1840 2480
AE [/ bat 660 1720 2410
AH Inf but 520 1190 2390
AA fal ~ hot 730 1090 2440
AO 2 bought 570 840 2410
UH U/ foot 440 1020 2240
Uw o, boot 300 870 2240
ER I3/ bird 490 1350 1690

V. Proposed Algorithm:

As mentioned above, the advancement in computer technology helps very much the
cryptanalysis of DES algorithm. It is an added value to apply one of the biometrics to
DES algorithm which is already considered as one of the most resistive to cryptanalysis
techniques. The first three formants are formatted in a more complicated and difficult
fashion. The suggested transformation of formants is to compute the arc-tangent of the
permuted F1, F2, and F3 in pre-determined time slices. The suggested patterns are
applied as DES keys in combination with the standard function, f(R,K). Key blocks
are chosen from the computed arc-tan angents of F1, F2 and F3 (arc-tanangents are
F1/F2, F1/F3, and F2/F3) respectively. An algorithm is designed to interchange the
sixteen 64-bit key. Five male persons are the candidate speakers uttering five
utterances. The chosen utterances are vowels like 'o, 'e’, 'a’", 'i*, and 'u’ which are rich
with the recommended formants. These vowels are extracted from the mentioned
typical utterances as shown in table-2, in results. For more complication, both speakers
and utterances are swapped respectively. Two algorithms are developed to perform the
mentioned swapping, one for speakers and the other for utterances. All the mentioned
procedures of DES is performed in straight forward fashion in addition to the suggested
formant-based key algorithm. The complexity of the added new algorithm is computed
to get the overall big- "O™ of the proposed DES system. The formant key-based
algorithm is depicted in figure-6. Praat with Matlab is the candidate software that are
used as speech analyzer for formants extraction mentioned above.
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Figure-6 Block diagram of the formant-based key in DES Scheme

VI. Results

The recommended utterances uttered by one speaker of five is considered as a sample.
The values of the first the three formants are extracted from typical words. The ac-tan angles
of F1-F2, F1-F3, and F2-F3 are computed and tabulated in table-2 and table-3 respectively.

Table (2) Formants of a speaker uttering characters with typical words

utterances F1 F2 F3 Typical words
a 810 1200 2390 hot

e 480 1950 2450 bet

i 220 2600 3110 beet

0 310 680 770 Foo

u 350 890 2230 Boot

Table (3) arc-tan angles of F1, F2, F3

utterances F1/F2 F1/F3 F2/F3
a 0.675 0.339 0.502
e 0.246 0.196 0.796
i 0.846 0.071 0.836
0 0.0456 0.403 0.883
u 0.393 0.157 0.399

The complexity of the new algorithm is computed as that with the algorithm of DES technique
with addition of the proposed algorithm. The most dominant order of DES algorithm is that of
the permutation ( order of the factorial computation) added to the order of F(k,R) with that of
n- For looping. The add-on algorithm is for formant extraction accompanied with the
following computations: swapping of speakers and utterances, time slicing, and arc-tangent
calculation and digitizing. All of these algorithms has the most order of almost N°. The trade-
off is directed towards the security demand emphasizing the proposed algorithm. The
uniqueness of formants as biometric feature make it impossible to be attacked otherwise the
formant-based keys are stolen knowing all the pre-described processes. How it comes?. |
claimed it is so sophisticated.



VII. Conclusion & future work

DES is considered to be insecure due to the 56-bit key size being too small (DES
keys have been broken in less than 24 hours). TDES are theoretically attacked, ADES
is more robust to cryptanalysis. The degree of susceptibility to attack DES-based
algorithms is overcome by the proposed biometric algorithm. It is claimed to be more
secured and robust due to the uniqueness for the speaker who sends the message and
the extracted formants. To attack this algorithm, it is required to overcome multi-
layers: speakers, utterances, formants, digitization technique, sequence of permutation,
and the predefined time slices in addition to the core algorithm of DES. The big ""O" of
the proposed algorithm can be neglected if one considers the trade-off between security
and the complexity of the algorithm especially for the critical systems. Military
applications, high category E-commerce, E-banking, and political issues can benefit
very much by applying this algorithm. Speech mining can be applied in such proposed
algorithms to investigate the optimal algorithm for effective cryptanalysis.
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Abstract

This paper presents preliminary experiments on a bilingual approach for
Arabic paraphrase acquisition; a research which is motivated by the importance of
paraphrasing for overcoming sparseness of data and its importance for many NLP
applications such as Question Answering (QA) and Information Retrieval (IR). The
proposed approach develops an unsupervised bilingual algorithm to acquire Arabic
paraphrases at the phrase level which is rather more challenging than the elementary
word-level paraphrasing and is less efficiently handled by current Arabic paraphrasing
systems. Preliminary results show that our approach manages to get term variations —
orthographic, lexical and syntactic — for ~ 70% of 4000 randomly selected phrases.
I. Introduction

To paraphrase is to restate the same information using different lexical and/or
syntactic structures. According to Callison-Burch (2007), paraphrasing proves to be
an effective technique to overcome the inherent problem of Statistical Natural
Language Processing (SNLP), namely sparseness of data. Moreover, it is an essential
intermediate task for many Natural Language Processing (NLP) applications such as
Question Answering (QA) — discovering paraphrased answers may provide additional
evidence that an answer is correct (Ibrahim et al. 2003) — and Machine Translation

(MT) (Elghamry 2007).
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Paraphrasing is classified into word-based, phrase-based, sentence-based,
paragraph-based and text-based paraphrasing. Current experiments focus on phrase-
based paraphrasing for two main reasons. First, it is more challenging than lexical
paraphrasing (i.e. synonymy identification) which is relatively simple due to the
widespread of machine-readable thesauri. Second, the performance of current Arabic
paraphrasing systems on phrase-based paraphrasing still needs improvement.
Experiments focus on two types of phrases: named entities (e.g. names of
organizations, locations, persons ... etc.) and common noun phrases.

According to Callison-Burch (2007), bilingual paraphrasing approaches
outperform monolingual ones for many languages including Arabic. However, being
based on parallel and/or comparable corpora, these approaches might not be practical
for languages with scarce resources like Arabic. Therefore, the proposed bilingual
approach tries to dispense with such corpora, meanwhile go unsupervised and robust.
Preliminary experiments show promising results about acquiring orthographic, lexical
and syntactic phrase-based paraphrases.

The rest of this paper falls in four parts. The first part reviews related work to
bilingual paraphrase acquisition. The second part explains the proposed approach, its
tools and implementation. The third part shows the used evaluation methodology and
results. Finally, the paper ends with a conclusion of the main findings of the
preliminary experiments and future work for a full-scale application of the proposed
approach.

Il. Related Work

Previous bilingual approaches to paraphrasing relay on one of three resources:

multiple translations, comparable corpora (Quirk et al. 2004) and parallel corpora

(Callison-Burch 2007). Multiple translations approaches — which are applied to



English and French (Barzilay and McKeown 2001) and English and Chinese (Pang et
al. 2003) — assume that different translations of the same source text paraphrase one
another. In spite of the promising results achieved by such approaches, the scarcity of
multiple translations and the fact that developing them manually is time and effort
consuming are obstacles for a full-scale coverage.

Approaches using comparable and parallel corpora achieve better results than
multiple translations in terms of coverage, especially for such languages with
available corpora such as English (Quirk 2004, Callison-Burch 2007). Callison-Burch
(2007) used parallel corpora for Arabic paraphrase acquisition using the only
available source for Arabic parallel corpora, namely the LDC Arabic/English Parallel
News Text!. No clear results are reported on applying this approach to Arabic;
however, the approach is used to build the freely available Arabic paraphrase systems

Linear B (http://linearb.co.uk/) and Lingo24 (www.lingo24.com).

Practical experience shows that these two systems perform better on the word-
based paraphrasing than phrase-based paraphrasing for two reasons. First, parallel and
comparable corpora for Arabic, though available, are still scarce. To the best of the
authors' knowledge, the only ones available are LDC Arabic/English Parallel News
Text! and ISI Arabic-English Automatically Extracted Parallel Text?. Second, using

parallel and/or comparable corpora entails using alignment techniques, which pose

Ia corpus of Arabic news stories and their English translations collected via Ummah Press Service from January
2001 to September 2004. It totals 8,439 story pairs, 68,685 sentence pairs, 2M Arabic words and 2.5M English
words. The corpus is aligned at sentence level. It is available through Linguistic Data Consortium (LDC) catalog
number LDC2004T18, URL.: http://www.ldc.upenn.edu/

2 An Avrabic-English comparable corpus which is automatically extracted from news articles published by Xinhua
News Agency and Agence France Presse. It is obtained using the automatic parallel sentence identification method
described in Stefan, D. and Marcu, M. (2005). Machine Translation Performance by Exploiting Non-parallel
Corpora, Computational Linguistics, VVol. 31. pp. 477-504. The corpus contains 1,124,609 sentence pairs; the word
count on the English side is approximately 31M words.
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another source of errors. Therefore, the proposed approach tries to avoid alignment
and to find an alternative for both parallel and comparable corpora.
I11. The Bilingual Paraphrasing Approach

The proposed approach is based on the same hypothesis previously used by
Barzilay and McKeown (2001): different translations of the same source text are
paraphrases of one another. However, instead of using corpora of multiple
translations, our approach generates necessary multiple translations using current
Machine Translation (MT) systems such as Microsoft Translator, Google and Golden
Al-Wafi (ATA 2002). It is also assumed that different MT systems use different
dictionaries and are trained on different corpora; thus they are likely to yield different
translations based on their different dictionaries, corpora and rules.

The approach is straightforward; it does not require any corpus preprocessing
tasks and it does not rely on intermediate NLP tools such as POS taggers, NP
chunkers or parsers. Therefore, the authors save time and effort; and minimize the
sources of errors to one source only, namely the problems of the MT systems used.

Due to lexical and syntactic MT problems, a necessary phase of the proposed
approach is MT output validation; that is, to validate the output against documents
originally written in the target language (here Arabic). However, even with using Web
documents, many rare, yet correct, translations yield zero search hits. For instance, the
"National Center for Environmental Research" is translated by Golden Al-Wafi as
"l Gl il gl S " JAImrkz AlwTny [oHv Alby}y/2, which is a correct translation
yet it gets zero search results on Google search engine. Therefore, relying on the
regular Web validation technique, which uses the entire phrase as a search query,

might not be helpful.

8 Buckwalter's transliteration scheme (www.gamos.com)
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Alternatively, we used a bigram-based term validation technique. We divide
each translated phrase into consecutive bigrams and check the validity of each bigram
independently on the Web. Each valid bigram is given a score of 1 and each invalid
bigram a score of 0 (zero). The validity of the phrase is, therefore, measured as:

Sum of valid bigrams

Phrase Validity =
Total number of bigrams

A score of 1 is the maximum attained for an entirely valid phrase and a 0 score
indicates an invalid translation. Intuitively, only phrases giving scores > 0.8 are
considered as valid.

Accordingly, given the aforementioned example of the "National Center for
Environmental Research”, Golden Al-Wafi translates it as "=l Soadll ida g1l 5< i
/Almrkz AlwTny llbHv Alby}y/,Microsoft Translator as"iud) cseadl jilagll 35S i
/Almrkz AlwTny llbHwv Alby}yp/and Google as "aiull &gad gl 554" JAImrkz

AlwTnY IbHwv Alby}p/. The validation of each translation is measured as such:

Bigram | Bigram | Bigram Phrase
g 9 g Validity |  Result
1 2 3
Score
. \ . \ ™ !S

Al-Wafi jﬁj o ’é Ll
/AImrkz | /AWTny | /lIbHv 1 Valid
AlwTny/ | llbHv/ | Alby}y/ Translation

1 1 1
. . . Phrase
Bigram | Bigram | Bigram Validity Result
1 2 3
Score
Bl | SR | &

Google il P Al _
/Almrkz | /AWTny | AbHwy | 1 Valid
AlwTny/ | ToHwv / | Alby}p/ Translation

1 1 1




Phrase

Bigram | Bigram | Bigram Validity Result

1 2 3

Score
Microsoft | So! bl G ganll
Translator | b & gl Al _
/Almrkz | /AlwTny | /llbHwv 1 Valid
AlwTny/ | llbHwv/ | Albydyp/ Translation

1 1 1
Table (1): Example of Phrase Validation Process

Given three valid translations of the same source phrase — "National Center for
Environmental Research”, the three translations are considered as paraphrases of one
another.

To sum up, the algorithm informally goes in four phases:

1. First, compiling source phrases: the source language for the present study is
English whose resources — basically parsers and annotated corpora — are quite
available.

2. Second, submitting source phrases to MT systems.

3. Third, implementing the bigram-based term validation.

4. Finally, selecting phrases with a score > 0.8.

In spite of the problems of MT systems, using them is expected to achieve
better coverage rates than parallel corpora, especially in terms of term variations.
Meanwhile, using MT systems makes the proposed approach language independent
and thus more applicable. The evaluation methodology and the results of our
preliminary experiments and an error analysis are presented in the following
subsections.

IV. Evaluation and Results

In order to test our approach, a list of 2000 named-entities (i.e. names of

organizations and locations) is compiled using Google search engine. Another list of

2000 common NPs is extracted from the British National Corpus (BNC). Each list is



submitted to each of the used MT systems: Microsoft Translator, Google and Golden
Al-Wafi (ATA 2002).

For evaluation, a human rater is used for two purposes: first, to evaluate the
MT output (i.e. to judge it as valid/invalid and) and to decide whether valid
translations are paraphrasing; second, to measure the agreement rate between the
human rater and the results of the bigram-based term validation according to the
Kappa Coefficient.

Kappa Coefficient is a statistical measure for the agreement between two
raters, taking into consideration the difference between actual or observed agreement
and agreement given by chance. It is defined as:

P(0) —P(e)

Kappa =
1-P(e)
Where
P(0) is the probability of observed agreement
P(e) is the probability of expected agreement
The human rater and the bigram-based term validation achieve a good kappa rate
of ~80%. The main differences between the two raters are among the phrases scoring
around 0.8. For instance, the "National Center on Addiction and Substance Abuse™ is
translated given the following three translations:
1. "yl bty el w58l 38,41 (Google)
[Almrkz Algwmy IIAdmAn wWtEATyY AlmxdrAt/
2. "Olea) g sl aladinf ¢ g e bl S (AI-Wafi)
[Almrkz AlwTny EIY sw' <stxdAm AImAdp wAl<dmAn/
3. "ol sall aled eVl ol kgl S ™ (Microsoft Translator)
[Almrkz AlwTny b$>n wAIAdmAN tEATy AlmwAd/

According to the abovementioned bigram-based term validation techniques, these

translations are given the scores of 1, 0.83 and 0.83, respectively. Thus they



considered as valid by the bigram-based term validation, yet the second and third

translations are invalid according to the human rater being semantically and

syntactically incorrect.

Final results of our approach can be summarized as follows:

Precision
based on
Paraphrases Recall human F-measure
Of score l rater's
each evaluation
~ 47.5% ~ 86% ~61%
Precision
Paraphrases based on
of score > Recall human F-measure
0.8 each rater's
evaluation
~5% ~ 50% ~ 9%

Table (2): Final Results

Generated paraphrases can be divided into three classes: orthographic, lexical

and syntactic paraphrases. Orthographic paraphrases are paraphrases with the same

lexical and syntactic structures yet with different orthographic forms for such letters

as « /' (hamza) and 3 /p/ (teh marbuta). Examples of orthographic paraphrases are

given in table (3) below:

Source Phrase

Paraphrase 1

Paraphrase 2

Orthographic
Difference bet. the
Two Paraphrases

The last word is

. BSlaall il gll S5l | olSlaall ilagll 3S 5l | written with 3 /p/
Nat'g?r?]luﬁ?;ﬁr for [Almrkz AlwTny [Almrkz AlwTny (teh marbuta) first
IImHAKAp/ IImHAKAhR/ and then with » /h/
(heh)
The last word is
SRR W dl €l
National Center for e ‘iﬁfm)& A e ﬁ‘ﬁ S written with s /p/
Theoretical (teh marbuta) first
Sciences [Almrkz AlwTny [Almrkz AlwTny and then with » /h/
lIElwm AlInZryp/ [IElwm AlnZryh/ (heh)
RN | a The second word is
National Bank of | $7= ) 2l g el (Y] S written with 1 />/
/Albnk Al>hly [Albnk AlAhly .
Egypt AlmSry/ AlmSry/ (alef with hamza

above) first and




then with 1 /A/
(bare alef: alef with
no hamza)

The Egyptian
Organization for
Human Rights

Gsia Ay ) 4alaidll
Ol
/AlmnZmh AlmSryp
IHgwqg AlAnsAn/

G siad 4y yadll dalaidll
Ol
/AlmnZmp AlmSryp
IHgwqg Al<nsAn/

The last word is
written with | /A/
(bare alef: alef with
no hamza) and then
with ) /</ (alef with
hamza under)

Table (3): Examples of Orthographic Paraphrases

The second category of the generated paraphrases is lexical paraphrases.

These are paraphrases that contain synonymous words like the ones in table (4)

below:

Lexical Difference

Source Phrase Paraphrase 1 Paraphrase 2 bet. the Two
Paraphrases
‘s - The two
iy gl Kl i gl 5l
National Center for é:iiiﬁ‘ :‘S\j‘d ‘j&fiﬂf )‘j synonymous words
Higher Education N L N L are: 4kl />nZmp/
[Almrkz AlwTny [Almrkz AlwTny .. )
Management | q | q and ~3 /nZm/; both
Systems >nZmp <dArp nZm <dArp of which mean
AltElym AIEAly/ AIRElym AIEAly/
systems
The two

International

dglaat 44 5all Aadaid)

Bliall 4 al) dalial

synonymous words

L) &l il L) &l il .
Organization for . A 4 At are: 4l [HmMAyp/
. /AlmnZmp Aldwlyp | /AlmnZmp Aldwlyp e ,
Conservation of and Lls /HFAZ/;
. IHMAyp AltrAv | IIHfAZ EIY AltrAv :
Cultural Heritage both of which mean
AlvgAfy/ AlvgAfy/ .
conservation
The two
Equnti A 4 yeadl Lzl 4 padll Lpzaall synonymous words
A _gt){P lan t udall udall) AuaLial are: = /Dd/ and
SSOC.'?OL?SrzgamS [AljmEyp AlmSryp | /AljmEyp AlImSryp | 4<aals /mnAhDh/;
Dd AltE*yb/ ImnAhDh AltE*yb/ | both of which mean
against

Table (4): Examples of Lexical Paraphrases

The last category of the resulting paraphrases is the syntactic paraphrases. This

means that the same phrase is given in different syntactic structures as in table (5):




Source Phrase

Paraphrase 1

Paraphrase 2

Syntactic
Difference bet. the
Two Paraphrases

The first ends with

. & . \ . \ & . \ . \ . .
National Center for S ﬂ SFoall | e "j:j: S an Adjectival
smaronmental | jalmric AwTny | /Almrkz AwTny | | PITese (ADIR)
lIbHwv Alby}yp/ IbHwv Alby}p/ with a NP
National (oAb gl A sl) Apnaal Al ) adayl ) The first ends with
dgelaiay) cileadds Omeladiay) cmiladd | g NP whereas the

Association of

: [AljmEyp AlwTnyp | /AlrAbTh AlwTnyp second with a
Social Workers | - 7fy AlxdmAt IIAXSAlyyN ADJP
AlAjtmAEyp/ AlAjtmAEyyn/
The first is a
. s compound NP
La ) o : R
further information ) /ﬁ;/sdur;nw A Sagina which includes an
/mEIlwmAt >xrY/ | ADJP whereas the
AlmEIwmALt/ X )
second is a simple
NP

Table (5): Examples of Syntactic Paraphrases

There are paraphrases that include more than one difference like the phrases included

in table (6):

Source Phrase

Paraphrase 1

Paraphrase 2

Types of
Difference bet. the
Two Paraphrases

. Bial gl 3S Blall b gl Sl
It\:lzztlgrneile(ri/ear;'i[gafgfr 4kl iyl Akl gagal) o Orthographic &
Democrac [Almrkz AlwTny [Almrkz AlwTny Syntactic
y IHfZ AldymqrATyp/ IIHFAZ EIY
AldymgrATyh/
o final |
: R Jday G e Liall
National (s \Eial) elikay) ik :
. ; s\l Orthographic &
Association for /AljmEyp AlwTnyp IAIrABTh AlwTn Svntactic
Retired Firefighters IrjAl AI<TfA yp y

AlmtgAEdyn/

IImtgAEdyn mn
rjAl AIATTA'/

Table (6): Examples of Multiple Differences between Paraphrases

The 30% loss of the performance rate is attributed to two main reasons. First,

the three MT systems yielded exactly the same translation for 7% of the tested

phrases; and thus no paraphrases were available. Second, 23% of the output




translations are linguistically unacceptable; that is, they include lexical and/or
syntactic errors.
V. Conclusion and Future Work

This paper presented the initial experiments for an unsupervised bilingual
approach for Arabic paraphrases acquisition. Managing to extract different term
variations (i.e. term paraphrases) — orthographic, lexical and syntactic — for 71% of
the tested phrases shows that it is a promising approach. It deals with phrase-based
paraphrasing which is poorly handled by current Arabic paraphrasing systems and is
not limited to the phrases present in parallel corpora. Meanwhile, it does not require
much preprocessing or NLP tools.

The main problem of the present approach was the law recall rates.
Approximately, 7% of input phrases were given the same translation by all the used
MT systems like "World Health Organization"; it was translated by all systems as
el daall Adaie /mnZmp AISHp AIEAImyp/ and no system translates it as 4kl
daall Ll /AImnZmp AIEAImyp HISHp/ which is a correct translation that gets 7,720
search hits on Google search engine. In order to get such paraphrases, the authors
expect for future work to integrate the proposed bilingual algorithm with monolingual
paraphrasing rules automatically acquired from the bilingually generated paraphrases.
Such rules might also contribute to finding paraphrases for the terms mistakenly
translated by MT systems.

Although the bigram-based term validation achieves a good kappa rate with
human evaluation, there should be more variables to test. For example, trigrams are to
be compared with bigrams in terms of precision. The threshold of > 0.8 gets a rather
poor precision rate and thus higher thresholds are to be tested together with their

effect on recall rates.
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Appendix: Sample Arabic Paraphrases & their Scores Generated by Our

Approach
Source Paraphrase | Score | Paraphrase | Score | Paraphrase | Score
Phrase 1 1 2 2 3 3
National
Center for bl Sl bl S
Public Policy | <lubwdl &isadl 1 Jlae B &l 1 | -
National
Center for bl Sl wasill S
Atmospheric ) ey 1 Gl & gad N I
research s> PN
National
Center for
Higher bl Sl sl Sl
Education paladil 3 )] alail 1 5 yla) Aalaly R S R —
Management el (Hlall bl
Systems
National
Center for bl Sl bl Sl
Health e 1 Chilasy 1 | e | e
Statistics Aaal daall
National
Center for
UBTIC 1 01 2y Jaxs Tdgamy | 1| e
Productivity
The
Mobilization L s
of Muslim Pl 51l Aions
Glaliid S N [ R [
Women in - | L) g | 1
Egypt
Federation of
Egyptian . .
e ol cayall Al
Chambers of 4 paall 3kl 1 3o yeadll 4 el 1 | -
Commerce
European
Bank for -
Reconstruction o . oY) )
and °‘“‘i§fjﬂ' 1 minj e 1] = |
Development '
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social workers O siladyl laadll sils ga
Oselaay) delaal | & | T T

Whole World alle J8 PR R T R
European cup ssY) Gl Lol | 1 | mmmmeem | e

National

Center for . .

Hlealth i) i) di“‘jﬁf%i‘“ .

Education ; e daall

National

Center for
Envi I sl Sl sl Sl bl 38l

vironmenta Tl & gl Al & g " sal) cudl

Research .
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Abstract

Morphological segmentation of clitics is a key first
step in syntactic disambiguation in Arabic. Therefore,
in this paper, we present a method for improving
morphological segmentation, and hence POS tagging,
of Arabic words containing the ambiguous form !l
/AlwAw/ (‘and’), using ASVMTools. Our hypothesis
enhances accuracy rate to 97.4% by a single
preprocessing step in input text.

Index terms: Morphological Segmentation, POS
Tagging, Clitics, Coordinating Conjunctions,
ASVMTools.

| Introduction

Morphological Segmentation is the process of

segmenting clitics from stems. Prepositions,
conjunctions, and some pronouns are cliticized onto
stems in Arabic [3]. This paper focuses on the
morphological segmentation of s/ s/AlwAw/ (‘and’)
as a case example. sl J/AIwAw/ (‘and') is the most
commonly used coordinating conjunction in Arabic
and a common source of morphological ambiguity.
According to a manual evaluation of a random
sample of 100k Arabic word tokens from newswire
articles 1(2006), it has been found that ' sI/AlwAwW/
(‘and”) alone accounts for approximately 8.6% of any
written text.

Unlike the English coordinator and, s/
/AlwAw/ can be morphologically ambiguous: it can
function as a coordinating conjunction or as part of a
word. For example, 3 /whdp/ can be either s
/whdp/ (‘unity’) or s+ s/w + hdp/ (‘and
intensity’). It is worth noting that / s slalwaw/ (‘and’)

L Alahram Newspaper: http://www.ahram.org.eg

can be distinguished phonologically to be part of the
word or a coordinating conjunction. However, when
dealing with written text ambiguity arises.

The rest of this paper is divided as follows. Section
2 gives a brief background about different approaches
to Arabic morphological segmentation. The
hypothesis and our tools are given in section 3.
Section 4 presents an evaluation of our work
according to standard evaluation metrics. The
conclusion and further suggestions for future work
are given in section 5.

Il Related Work

This section represents a literature survey of different
approaches to Arabic morphological segmentation
and POS tagging, with an emphasis on Automatic
Tagging of Arabic Text Using SVM (ASVMTools),
upon which the work in this paper is based.

1 AraMorph

Buckwalter (2002) has introduced AraMorph? which
applies a dictionary-based approach to Arabic
morphological segmentation and POS tagging. In
AraMorph, morphological analysis depends on a
dictionary of prefixes, a dictionary of suffixes, a stem
dictionary, and three checking tables for testing the
validity of a word analysis. The system uses Latin
characters, as input Arabic words are transliterated,
and the linguistic data inside the system are
represented in Latin characters as well (using
Buckwalter transliteration system) [1].

2 Language Model Based Arabic Word
Segmentation

Lee et al (2003) have presented a statistical approach
for Arabic morphological analysis. They segment a
word into prefix- stem-suffix sequence. This system

2 http://www.nongnu.org/aramorph/english/download.html
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depends on three linguistic resources: a small corpus
manually segmented, a large unsegmented corpus,
and a table of Arabic prefixes and suffixes. The
authors choose to use the stem, not the root, in their
approach. They believe that the stem as a morpheme
is more suitable than the root in their applications
(information retrieval and translation). A trigram
language model is used to segment a word into its
component. Their Arabic word segmentation system
has achieved an accuracy rate of 97% on a test corpus
containing 28,449 word tokens provided by LDC
Arabic Treebank (http://www.ldc.uppen.edu) [5].

3 Nizar and Rambow

Nizar and Rambow (2005) have presented an
approach in which they use a morphological analyzer
for morphological segmentation and POS tagging of
Arabic words. In this approach, morphological
segmentation and POS tagging are considered the
same operation, which consists of three phases. First,
they obtain from their morphological analyzer (i.e.
Almorgeana) a list of all possible analyses for the
words in a given sentence. Then, they apply
classifiers for ten morphological features to the words
of the text. Then, they choose among the analyses
returned by the morphological analyzer by using the
output of the classifier [4]. It has been reported that
this approach achieves a precision rate of 98.6%
(token-based) in morphological segmentation and
94.3% (word-based) in POS tagging.

4 Automatic Tagging of Arabic Text using SVM
(ASVMTools)

ASVMTools (2004) have been developed by Diab et
al. They provide solutions to fundamental NLP
problems such as Morphological Segmentation, Part-
Of-Speech (POS) Tagging and Base Phrase (BP)
Chunking. Morphological Segmentation (section I) is
the process of segmenting clitics from stems, such as
separating “w” /ha/ (‘her’) from “LS” /kitAbahA/
(‘her book”). In POS tagging, segmented words have
been annotated with parts of speech drawn from the
“collapsed” Arabic Penn Treebank POS tag set (e.g.
CC stands for coordinating conjunctions). BP
chunking is the process of creating non-recursive
base phrases such as noun phrases, adjectival phrases,
etc.

Diab et al have adopted a statistical approach using a
language- independent algorithm trained on Arabic
Penn Treebank. Arabic Penn Treebank is a modern
standard Arabic corpus containing 734 news articles
from Agence France Presse and covering various
topics such as sports, politics, news, etc. Using

standard evaluation metrics, they have reported that
the Morphological Segmentation has achieved an
accuracy of 99.12%, the POS Tagger yields 95.49%,
and the BP Chunker has a precision of 92.08%.
Morphological ambiguity is not taken into
consideration during evaluation.

ASVMTools achieve a precision rate of 83.5% in the
morphological segmentation of sl /AlwAwW/
(‘and’). This is according to a random sample
consisting of 3k Arabic word tokens extracted from
newswire articles (1999) and processed by
ASVMTools. See the following example;

Coordinator 2nd conjunct

Arabic: asic) )
Translit: /w/ /AEtqd/
Gloss: and he thought

ASVMTools’output: < wAEtqd/JJ>

In fact, incorrect morphological segmentation
produces incorrect part-of-speech tags.

11 Experimental Setup

We assume that by segmenting clitics in input text
before being submitted to the ASVMTools, we
improve both morphological segmentation and POS
tagging. This assumption has been applied to sl
JAlwAw/ clitic. Using Perl script language, we
separate every initial s's /wAw/ in input text, except
those that are in lexica. Our hypothesis is that every
s's /IwAw/ is a coordinating conjunction unless it is
part of an entry in lexica, such as s sl /AIWAW/ in 545

IwfAp/ (‘death”), for instance.

We build our lexicon by referring to the following
two lexica:

1 Al-mawrid Lexicon:

It contains 13553 stems including those for il
JAIWAW/. Tt is found within Buckwalter’s package
for morphological segmentation (2002). Short vowels
and diacritics are included in this lexicon.

2 A Lexicon of proper names & country names:

The lexicon of proper names is extracted from Al-
alasmaa website 3and consists of a list of 1682 male
and female names which are alphabetically arranged.
Regarding that of country names, it is acquired
through a second language (English). First, it is

8 http:/Awww.alasmaa.com



extracted from a geography website®. Then, the
output is submitted to Golden Al-Wafi SEnglish-
Arabic Machine Translation system, resulting in 477
possible country names.

V Evaluation

Our hypothesis has been tested on a random sample
of 10k tokens from newswire articles (1998). In this
sample, one detects 832 instances of s JAIWAWI/.
This sample has been manually evaluated. Tablel
shows the results of using our hypothesis and
compares  them  with  Diab’s.  Improving
morphological segmentation has reduced error rate in
POS tagging by approximately 7%. Examining errors
in our output, we have found that they are due to the
fact that Al-mawrid lexicon does not include all
word’s derivatives. For example, it does not contain
the broken plural ¢\)s IwzrA}/ (‘ministers’),
although it includes the single form  _u)s /wzyr/
(‘minister’).

Precision Recall F-measur¢
Diab’s Tokenizer 83.5% 100% 91%
Our hypothesis 97.4% 100% 98.7%
Diab’s POS Tag; 87.2% 100%  93.2%

Our hypothesis 93.6% 100% 96.7%
Tablel: Results of our hypothesis

IV Conclusion and Future Directions

In this paper, we introduce a preprocessing procedure
that would help improve the processing of Arabic. It
focuses on the identification of 55! /AlwAw/ through
a morphological segmentation of this clitic. Our
hypothesis is that every s's /wAw/ is a coordinating
conjunction unless it is part of a word that is found in
a dictionary of words or of proper names. For future
work, we suggest applying this hypothesis to other
clitics, such as other coordinating conjunctions,
prepositions, pronouns, etc. Moreover, a comparison
with other morphological analyzers developed for
Arabic can be provided.
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Abstract. In this paper we are introducing a hybrid English to Arabic MT system. The system combines
between rule based and example based machine translation techniques. The system main aim is to provide
low cost and time implementation of machine translation systems. The system uses an English to Arabic
dictionary, stemmer, retrieval engine and Arabic corpus without parallel corpus. A modified Dijkstra’s
shortest path algorithm [1] is introduced to detect the target language phrases. We list the indexes of the
source sentence’s words which were found in the target language corpus and create a directed graph to
detect the phrases that form a shortest path walk in the graph. The system was examined and was found

that results were promising to be used for domain specific and scarce resources translation.

Keywords: English to Arabic Hybrid Machine Translation. Directed Graph Decoder.
I Introduction

Machine translation (MT) had passed through multiple stations since its introduction in 1950. MT used to depend
on language based tools like dictionaries. A word to word translation was first introduced then moved to more
language independent rule based machine translation (RBMT) methods. RBMT dominate till the mid of the
1990™ [2]. Nagao introduced the first translation with analogy that became lately the Example Based Machine
Translation (EBMT) method. EBMT depends on building two huge parallel language corpus of sentence that
each sentence represents a translation of its analog sentence [3]. Brown et al., introduced the statistical machine
translation (SMT) which is also as the EBMT depends on two parallel corpus of analog sentences. Calculate the
n-gram relations for the source language (SL) model and the translation model with the fundamental SMT

equation [4].
argmax Pr(S) Pr(T|5) @

Dologlou et al., introduced a hybrid mono corpus MT system “METIS-I”. This system used a tagged and

lemmatized target language (TL) corpus without the Source Language (SL) corpus. The SL corpus was replaced
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by a bilingual lexicon [5]. Vandeghinste et. al., with the European consortium upgraded the project to be
“METIS-II”. This hybrid solution aims to provide MT systems for the languages with little resources. The
consortium built separate systems that use the Dutch, Greek, German and Spanish languages as the SL and
English as the TL corpus [6].

We built a hybrid English to Arabic MT system similar to the “METIS-II” system. Our aim was to provide MT
system for languages with little resources. The system takes less time and cost to implement and produces

accepted translation compared to the effort done in building it.

I System Data Flow

Our implemented system use hybrid technique combines between RBMT and EBMT to provide English to
Arabic translation. The system consists of a tokenizer, English to Arabic (E/A) dictionary, Arabic stemmer,

retrieval engine, phrase decoder, Arabic target language corpus and its inverted indexes as shown in figure 1.

Tokenizer

v

E/A Dictionary

v

Arabic Stemmer

!

RetrievalEngine

!

Phrase Decoder

Arabic Target
Language
Corpus Inverted

=)
)

Arabic Target
Language
Corpus

Fig. 1. System Components
The system was organized into three stages as the CLC METIS-II system described by Dirix et al., [7] “the SL

Stage (SLS), the Translation Stage (TS) and the TL Stage (TLS)”.
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Source
Input Sentence Language .
Stage

v

Manual
stop
words
removal

Input
sentence
tokenization

Fig. 2. Source language Stage

SLS, (figure 2), is concerned about handling the input English sentence. It consists of two steps. The first step is
a manual stop words removal by detecting words in the English stop words list. We created a list of the top 20
English stop words that match the top 20 high frequency Arabic words. We calculated the frequency of these
stop words and found that they represent 19% of the Arabic corpus size. These words have a cross meaning
which makes some of the words based on its context map to more than one word from the Arabic high frequency
words, like “on, in, of, at” which may map to single Arabic word “fee, ¥ based on its context.

A tokenizer step is used to parse the SL input sentence and generate tokens when a white space, punctuation or

non alphabet character are encountered.

E/A dictionary Translation

E/A Dictionary lookup Stage

v

Stem Arabic word
v

Arabic Stem Arabic Derivatives
Derivatives Expansion

Fig. 3. Translation Stage
TS, (figure 3), provide word to word translation. It uses the E/A dictionary to get all the possible Arabic
meanings for the English token.
All the produced Arabic meanings from the dictionary are stemmed by the stem stage. The stemmer is built with
the same technique used by Chen et al., [8]. It removes the word affixes using a predefined letters set and provide
the stem. The Arabic derivatives expansion stage lookup all the available Arabic derivatives for each single stem.
The Arabic light stemmer is used to normalize the Arabic words returned from the E/A dictionary and to

overcome the Arabic grammatical, morphological and writing challenges described by Chen et. al., [8], Larkey

3
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et. al., [9], and Attia [10]. Figure 4 illustrates a complete cycle for the input sentence data flow and how it is

tokenized. It then illustrates the dictionary word translation and finally the stemmer derivatives expansion.

Tokenizer E/A Dictionary Stemmer

Report of The *

Economic
Council

Economic

Fig. 4. Input sentence data flow

TLS, (figure 5), is the step that forms the TL phrase. It takes the Arabic derivatives list produced by the TS and
searches the TL Arabic corpus inverted indexes for the derivatives occurrences. The Arabic TL corpus inverted
indexes saves the TL corpus’s word information “sentence’s number and word’s offsets” for each Arabic word in
the TL corpus. We used the same inverted indexes structure used by Manning et al., [11]. The retrieved indexes
are represented as a list of sentence’s numbers and the derivative orders in each sentence. Each list produces a
directed words’ graph as in figure 6.

The phrase detection step is used to detect the adjacent words “phrase” from the directed graph. The phrase
alignment stage tries to align phrases together to produce a longer phrase. A final list of phrases is produced with
the TL sentence numbers and the start and end words’ offsets in each sentence. All these phrases are passed to
the phrase ranking step. The phrase ranking is based on an empirical rank equation to find the highest rank

phrase.

@

S is the sources span in the target phrase, S’ is the missing source words in the target phrase and T’ is the count
of words in the target phrase that don’t match any of the source words. We used multiple trials to calculate the
equation (2) parameters. The main objectives while forming this equation is to increase the effect of the missing
source words on the phrase rank and decrease the missing target slots effect on the rank. The highest rank will be

for the phrases with more source words found.
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v
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Output
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Fig. 5. Target language Stage

The phrase with the highest rank is retrieved from the TL corpus. A TL corpus of 29,233Arabic sentences is
used. The average sentence length is 10 words. The TL Corpus is collected from the United Nation sessions
Arabic translated documents. The TL corpus is used with the light stemmer to provide context based translation.
Context based translation with word’s stem search helps overcome some language features like definitive case,
gender, count (single, double, plural) and linked pronouns [8], [10]. Retrieving a larger stream of words’
meanings from certain sentence increases the word’s context accuracy. The longer the retrieved sentence the
more likely the correct context is detected [12].

A manual phrase concatenation can be done later to produce a full sentence translation.

111 Directed Words’ Graph and Phrase Detection

We use directed words’ graph, see figure 6, to represent SL and TL word relation. We are introducing the
following notation as a way to represent the SL and TL sentences. We presented the SL as S = {s1, S2, ..., Sn}. Sn
is the word s with order n in the SL sentence S. The TL output sentence is represented as T = {t1, t, ..., tm}. tm IS

the word t with order m in the TL sentence T.
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L T T T4 5

Fig. 6. Source to target directed graph

For each SL sentence S there is a TL sentence T where t; maps to the SL set of words {sx, Sy, ...} and sxe S. The
final translated set is T = {tis3, tzs2, ..., tmsn} Where tmsn represent the TL word t € T with order m in the TL
sentence T that corresponds to the SL word s e S with order n in the SL sentence S.

Our directed graph model has four dimensions (Node, Arc, Distance and Directed Walk/Phrase):

o Node: TL word ty corresponds to a single SL word order sy in the source sentence S. If the TL word tm maps
to two different SL words sy, Sy in the input sentence S each SL word will be considered as a separate node.
Nodes are represented in the form tmsx.

e Arc: A connection between two adjacent word’s translations in the TL sentence of two source words. It is
represented as (tmsx, tnsy)

¢ Arc Distance (length): The absolute difference between the source words order plus the absolute difference

between target words order for two adjacent TL sentence words.
D(tmsx, thsy) = [n-m| + [x-y]| 3)
o Arc distance threshold (broken connection):
threshold(D (tmsx, tasy)) <2 . (4)

We chose the threshold to be 2 to make sure that only target words that correspond to two adjacent source
words are connected. For one word that translates to two words or more, arc distance D will be equal to one
between each two nodes.
o Allowed Directed Walk/Phrase: Is a set of connected nodes ordered from the highest TL order to the lowest
TL order. The set is either has an ascending or descending source words order. The longer the detected phrase

the more natural and accurate translation is generated [12].
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Figure 6 shows that the retrieval engine returned the target sentence T={t1, to, ..., ts}. Each target sentence word
maps to a certain SL word. We can find that t; has the same stem that maps to s, S translations, t1 = {2, S4 }. t»
has the same stem that maps to s1, Ss, Sy translations, t = { s1, S5, S7 }. We should then calculate the arc distance
and apply the threshold to detect the adjacent phrases.

Each phrase is defined by the following attributes: phrase minimum source word order, phrase maximum source
word order, phrase minimum target word order, phrase maximum target word order, phrase count of source

words and phrase count of target offsets.

1 Modified Dijkstra’s Algorithm for Phrase Detection

We developed the following algorithm to detect the adjacent phrases. This process is based on Dijkstra’s [1]

shortest path algorithm. However in our algorithm we don’t have a start and end points to get the minimum

distance between them but we traverse all the target words found. Also we don’t consider the shortest path arcs

only but all arcs that have distance less than the identified threshold.

We traverse the target sentence word graph from its end to start to build the phrase list ¥ = {P1, P2, ...Pn}.

Where Pi = {tmSx, tnSy, ...} is a phrase with internal distance D < distance threshold between each adjacent

target words of Pi. We can formalize our detection algorithm as follow: For each target sentence T that maps to

the source sentence S we try to find ¥. We use the following algorithm to get ‘.

1. Start with an empty phrases list (¥ = ©).

2. Traverse the target sentence graph from the last target word to the first target word. An initial phrase set P; =
{teilsx: Sx € twit}, ¥ = {P1}.

3. If the tail node twi maps to more than one source word then ¥ = {P1,P,, ...} where P; = { tuiisx }

4. Move to the previous target word ti.1 and traverse all the source words s, € ti; against all P; € ¥ and ti N P #
®. Pi = Pi U {ti-1sn} V tiisn € tis and distance D(tiasn , Pi) < threshold.

5. The nodes sources can either have an increasing or decreasing sequence. Otherwise the detection is branched
and we have two phrases (Pi, P"). ¥ =¥ U P’. Where P’ = { ti.1sx , tisn}-

6. If a broken connection is found, D > threshold. The detection algorithm add new phrase P’, ¥ =¥ U P’ and P’
= {tiasx }

7. If all nodes are traversed break. Else go to step number 4.
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The above algorithm allows detecting all adjacent words of both source sentence and target sentence with the

same or reversed word mapping order.

2 Phrase Alignment

The same directed graph technique used by the phrase detection is used for the phrase alignment. The following

rules are used to consider a connected arc between two adjacent phrases.

1. Phrase 1 max target word order < Phrase 2 min target word order.

2. Phrase 1 max source word order < Phrase 2 min source word order.

3. Phrases distance is the distance between phrase 1 and phrase 2 = |Phrase 2 min target word order - Phrase 1
max target word order| + |Phrase 2 min source word order - Phrase 1 max source word order|.

4. Phrase distance threshold is 3: If two phrases have an arc with distance > 3 then this arc will be considered a
broken connection. This threshold will allow having one missing source or one extra target word between
each two phrases.

We redraw the graph with consideration that nodes represents phrases rather than words then run the same phrase

detection algorithm with the above extra constrains.

IV System Accuracy

The system was set under test to evaluate its accuracy. As the system is a hybrid system for specific domain. The
system was tested with the United Nation English sessions. This will make more likely to find the corresponding
translations with the same domain context as the TL Corpus. We used 100 input English sentences and got 68
accurate translations while the other 32 incorrect results are due to the missing dictionary translations or

deficiencies in the phrase detection algorithm for Arabic language flexible order of words.

V  Conclusion

Our hybrid MT system can be used with the Arabic language. The hybrid system takes less cost and time to
implement. The Arabic stemmer overcomes some of the morphological challenges that face the Arabic language

translation. The TL corpus provides a context based translation guidance for the Arabic sentence. The hybrid
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system can be used when translating for languages with scarce resources. The hybrid system can’t replace the
RBMT or the SMT at this stage.

Although the system produced translation with the current corpus state, but we found high need for a huge
tagged Arabic Corpus to provide better translation. The tagged corpus should contain at least the following tags

for each word (part of speech, gender, count, pronouns, and stem).

VI Future work

Modify the phrase detection algorithm to handle the Arabic language flexible order of words. Study the
algorithm performance and complexity with bigger size corpus and larger dictionary. Use the SMT methods to

detect and align the phrases. Use the semantic features of the SL and TL words. Use tagged TL corpus.

References

1. E.W. Dijkstra, "A note on two problems in connection with graphs". Numerische Math. Vol. 1, 269--271,
(1959)

2. J. Hutchins, "Towards a definition of example-based machine translation". MT Summit X, Phuket, Thailand,
September 16, 2005, Proceedings of Second Workshop on Example-Based Machine Translation; pp.63-70.
(2005)

3. M. Nagao, "A framework of a mechanical translation between Japanese and English by analogy principle".
In: A.Elithorn and R.Banerji (eds.) Artificial and human intelligence, Amsterdam, North-Holland, pp.173-
180, (1984)

4. Peter F. Brown, John Cocke, Stephen Della Pietra, Vincent J. Della Pietra, Frederick Jelinek, John D.
Lafferty, Robert L. Mercer, and Paul S. Roossin, "A statistical approach to machine translation",
Computational Linguistics, Volume 16, Issue 2: pp. 79-85, (1990)

5. Y. Dologlou, S. Markantonatou, G. Tambouratzis, O. Yannoutsou, A. Fourla, N. loannou, "Using
Monolingual Corpora for Statistical Machine Translation: The METIS System". Proceedings of EAMT -

CLAW 2003, Dublin, pp. 61--68, (2003)



English to Arabic Hybrid Machine Translation

6.

10.

11.

12.

13.

V. Vandeghinste, I. Schuurman, M. Carl, S. Markantonatou, T. Badia, "METIS-II: Machine Translation for
Low Resource Languages". Proceedings of the 5th international conference on Language Resources and
Evaluation, Genoa, Italy, pp. 24--26, (2006)

P. Dirix, V. Vandeghinste, I. Schuurman, "A new hybrid approach enabling MT for languages with little
resources", Proceedings of the 16th Meeting of Computational Linguistics in the Netherlands, pp. 117-132,
(2006)

A. Chen, F. Gey, "Building an Arabic stemmer for information retrieval", Proceedings of the Eleventh Text
Retrieval Conference (TREC 2002), NIST (2002)

L.S. Larkey, L. Ballesteros, M.E. Connell, "Improving Stemming for Arabic Information Retrieval: Light
Stemming and Co-occurrence Analysis", In Proceedings of ACM SIGIR, pp. 269-274, (2002)

M.A. Attia, "Developing Robust Arabic Morphological Transducer Using Finite State Technology", the 8th
Annual CLUK Research Colloquium, (2005)

C.D. Manning, P.Raghavan, H. Schutze, "Introduction to information retrieval”, Cambridge University
Press, pp.3--9, (2008)

T. Doi, H. Yamamoto, E. Sumita, "Example-Based Machine Translation Using Efficient Sentence Retrieval
Based on Edit-Distance", ACM Transactions on Asian Language Information Processing (TALIP), Volume
4, Issue 4, pp.377--399, (2005)

V. Vandeghinste, P. Dirix, I. Schuurman, "Example-based Translation without Parallel Corpora: First

experiments on a prototype", Proceedings of the Second workshop on EBMT, pp. 135--142 (2005)

10



Title: Towards a prototype intonational transcription system for Egyptian Arabic:
testing the local fO contour properties of intonational pitch accents in

spontaneous speech.

Author: Dr Sam Hellmuth
Affiliation:  University of York
Address: Department of Language & Linguistic Science

University of York, Heslington, York, UK YO10 5DD

Tel: +44 1904 432657
Fax: +44 1904 432673
Email: sh581 @york.ac.uk
Abstract:

This paper sets out the properties of a prototype notational system for the transcription of
Egyptian Arabic (EA) intonation, and tests the system by comparing the results of
transcription of a small corpus of spontaneous conversational speech with known facts about
EA intonation from experimental studies on ‘laboratory’ (read) speech. In particular the
transcription system is used here to test the claim that a single pitch accent type is observed in
EA. Specifically, a local phonetic contour annotation tier, adapted from that used in the IViE
notation system for English, is used to establish the shape of the local fO contour in the
vicinity of the stressed syllable of a subset of target words identified in a small corpus of
spontaneous speech. The results indicate that all of the variation in the local fO contour can be
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I Introduction

This paper sets out the properties of a first prototype notational system for the transcription of
Egyptian Arabic (EA) intonation, and tests the system by comparing the results of
transcription of a small corpus of spontaneous conversational speech with known facts about
EA intonation from experimental studies on ‘laboratory’ (read) speech. In particular the
transcription system is used here to test the claim that a single pitch accent type is observed in
EA. This is achieved by using a ‘local phonetic contour’ tier, adapted from that used in the
IViE " and IVTS ! notation systems, proposed for English and French respectively. The
paper explores one way in which this annotation tier might be implemented for useful
transcription of the intonation of spontaneous EA speech. The background to the study is set
out in section II; section III describes the properties of the proposed transcription system;
section IV describes the results of the transcription and compares them to known facts from

experimental studies; the paper concludes with a discussion in section V.

II Background to the study

Egyptian Arabic (EA) is defined here as the colloquial dialect of Arabic spoken in Cairo,
Egypt, and by educated middle class Egyptians throughout Egypt. The segmental and metrical
phonology of EA is well-described, and has been the subject of much research (see " fora
summary). In contrast, EA intonation has received comparatively less attention, and this
situation is paralleled across most spoken dialects of Arabic. Recent studies have however
established some key properties of EA intonation, including the typical shape of global
contours in different utterance typesm, the lack of complete deaccentuation after a focus!®”),
the alignment patterns of pitch peaks occurring on pre-nuclear (non-phrase-final) accented

words™ and the frequent distribution of these pitch peaks, such that one occurs on every

content word !, This array of facts have led the author to propose (in other work”o’“]) that



only a single pitch accent category is necessary for the phonological description of EA pitch
accents (L+H*). Other authors have reached a similar conclusion for non-phrase-final accents
in the Egyptian pronunciation of Modern Standard Arabic!'>"] (although they assign a
different phonological label to the single accent in their studies). In general, these claims are
based on analysis of either scripted or broadcast speech, which might be expected to be
uniform in character. The aim of the small pilot study reported here was to test whether a
single accent category is sufficient for the description of non-phrase-final accents as they are
realised in fully spontaneous colloquial EA speech. It is however difficult to obtain
quantitative generalisations from spontaneous speech due to the inevitable variation in
segmental and prosodic contexts of potential target accented words (though not
impossibleml). In order to solve this problem the present paper proposes a prototype notation
system for fine-grained prosodic transcription of EA intonation. Specifically, a local phonetic
contour annotation tier is used to establish the shape of the local fO contour in and around the
stressed syllables of a subset of target words identified in a small corpus of spontaneous
speech. The properties of the local fO contour in these words is compared to known facts
about EA intonation established experimentally, and the range of variation in the observed

shape of pitch accents is discussed.

I Methodology

The Intonational Variation in English (IViE) labelling system was designed to facilitate the
creation of a corpus of "directly comparable transcriptions of several varieties of English in a
single labelling system"“sz Pl Tt is similar to the Tones and Break Indices (ToBI “6]) labelling
system in that phonological pitch targets (‘tones') are labelled on a tier separate from other
aspects of the transcription. ToBI comprises: a tone tier, an orthographic tier, a break index

tier and a miscellaneous tier. In ToBI, "the tone and break index tiers represent the core



prosodic analysis" 116:P8] The innovation in the IViE labelling system was the addition of a
tier for the labelling of ‘acoustic-phonetic structure’; this tier comprises a labelling of the
“shape and alignment of fO patterns relative to the location of (accented) strong syllables” 1
P2l With the advent of technology such that labelled transcriptions are almost invariably
presented alongside a spectrogram and fO pitch trace of the speech fragment in question, one
could argue, as Wightman“gl has done, that the local fO contour does not need to be labelled,
since users of the transcription can themselves see and interpret the fO contour. However, the
local fO contour tier in IViE can play an important role whilst a fully fledged phonological
analysis of the language or varieties concerned is being developed. It is this strength of the
IViE approach that is exploited here, in order to test the (phonological) claim that a single
accent type is sufficient for the description of EA accents in prenuclear position, in
spontaneous as well as scripted speech. It is thus the necessary properties of a local fO contour
tier for EA that are explored in the present paper; future work will explore the required

properties of other tiers for accurate transcription of EA intonation.

The dataset transcribed for the present study is a set of 100 target words from a spontaneous
speech telephone conversation (between two female speakers, from the Call Home corpus“gl).
The relevant portions of the conversation were transcribed by the author with reference to the

[201, on three tiers: i) words, broad

fO contour and spectrogram using Praat version 4.6.10
phonetic transcription, on separate tiers for each speaker, ii) fones (phonological labels: pitch
accents and boundary tones), and iii) local fO contour (phonetic-acoustic structure tier). The
criterion for selection of target words was the presence of little or no perturbation of the fO
contour during the word. The position of the pitch peak (or valley) within each target word

was identified automatically using the pitch maxima (minima) function within Praat, and a

dummy “H*” or “L*” label assigned to the peak on the tones tier.



The shape of the fO contour immediately before and after the pitch peak/valley was then
annotated on the local {0 tier, as follows. Firstly, a capital letter (L, M or H) was assigned to
denote the height of the fO contour during the accented syllable, according to whether the
height of the pitch peak/valley was low, mid or high in the speaker’s pitch range. Next, the
relative height of the fO contour on unaccented syllables occurring immediately before and
after the peak/valley was described: adjacent pitch low in the speaker’s pitch range was
transcribed ‘I’ , adjacent pitch in middle of the speaker’s pitch range was transcribed ‘m’ and
adjacent pitch high in the pitch range (and thus in most cases level with the pitch on the
accented syllable itself) was transcribed ‘h’. The speakers’ pitch range throughout the whole
conversation had previously been calculated for each speaker independently (speaker A: 120-
520Hz; speaker B: 80-520Hz). Finally, the position of the pitch peak/valley within the accent
syllable was checked; if the peak/valley occurred very early or very late in the accented
syllable this was noted, by insertion of a line ‘I’ immediately before the capital letter (for an
early peak/valley) or immediately after the capital letter (for a late peak/valley). This
additional labelling convention is proposed here and is not part of the original IV notation
systems. The set of 100 labels annotated on the local fO contour was then harvested, along
with relevant information about the syllable structure, stress position and prosodic context of

each target word. A sample annotation grid is provided in Figure 1.
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Figure 1: Sample of annotated text (tiers top to bottom: words B, words A, tones, local f0).

w-iHna qaddimna li+&aHmad fi il+madrasaB il+ingliziyyaB illi warAna il+tagribiyyaB
'wihna ?fad'dimna 'lahmad fi l-mad'rasa  l-ingili'zijja illi  wa'rama t-tagri'bijja
and we applied for-Ahmed in  the-school the-English REL behind-us the-near



v Results

All of the accents were transcribed with an ‘H’ on the accented syllable (and none with L),
that is, no pitch valleys were found, only pitch peaks (note that the conversation does include
declarative questions). This finding suggests that no ‘L*’ type phonological labels are
required for the description of pitch accents in EA. The next two sections explore the results
of the transcription with respect to the alignment of H peaks within the accented syllable

(section I'V.1) and the shape of the preceding and following fO contour (section IV.2).

IV.1 Position of the H peak within the accented syllable

In the great majority of cases (80%) the peak was observed to occur within the accented
syllable. Consistent alignment of the high peak within the accented syllable is a good reason
to propose that the H tone is the phonologically strong tone (the ‘starred tone’) of the EA
pitch accent. The exact position of the H peak within the accented syllable was found to co-
vary with the position of the stressed syllable within the word and with the position of the
word within the phrase, factors known to affect peak alignment, particularly in pre-nuclear
rising pitch accents 21:22]: the nearer the accented syllable is to a prosodic boundary (at the
word or phrase level) the earlier the peak will be aligned. For example, there were just two
cases where the pitch peak was observed to be very early in the accented syllable (denoted by

‘IH); both were words occurring at the end of an intonational phrase and with stress on the
final syllable: [infa?al'laah], [tu're:l]. In addition, peak alignment was observed to vary with
the type of syllable bearing stress in the word (CV, CVV or CVC) (-8 In phrase-initial
words the H peak of the accent was observed to be at the very end of the stressed syllable in

all cases (‘HI’), regardless of the position of stress in the word, however in phrase-medial

words, the H peak was at the end of the syllable only in words bearing initial-stress, e.g.



['yazja]. In sum, there is no evidence in the present (small) corpus for variation in the position

of the H peak within the accented syllable other than that caused by local prosodic factors.

IV.2  Shape of the local fO contour before and after the H peak

Turning to the local pitch contour immediately before and after the H peak, the most common
transcription used in this pilot transcription set was ‘mHm’, observed on 55% of target words.
Overall, the level of preceding pitch was very consistently observed to be ‘m’ (on 82% of
target words). There are three types of context in which preceding pitch was labelled ‘I,
indicating that the fO contour rose to the H peak from a somewhat lower level in the speakers
pitch range. One such context was on words which were the first accented word in the
utterance, preceded only by an unaccented function word (e.g. [wi hijja...] ‘and she...”), and
in these cases the rise in pitch starts already at the onset of the utterance (suggesting a
possible %L initial boundary tone). Preceding local pitch also seems to be somewhat lower
when there are relatively large number of unstressed syllables between successive accents.

£.23 .
¢ ], and was observed in

This can result in a short ‘low plateau’ between two accents '
polysyllabic words such as [ingili'zijja] ‘English’ which contains three unstressed syllables
before the stressed syllable, as in Figure 1. Finally, preceding local pitch seemed also to be
lower when the word is followed by relatively high pitch, such as in words followed by a high
phrase tone (H-), as observed on the word [wa'ra:na], also in Figure 1. There were no

instances at all of preceding high pitch (‘%’). In sum then, the level of preceding pitch seems

to be stable, and any variation can be ascribed to factors in the local prosodic context.

Turning to the level of following pitch, this was also most often observed to be ‘m’ but was

more variable, with following ‘m’ observed in 66% of target words only. Occurrence of a



following ‘h’ or ‘I’ was however also found to be dependent on local prosodic factors such as
other tonal events following the accented word. For example, all words followed by a H%

boundary tone showed a continuous rise throughout the accented syllable (thus ‘4’ following
the H peak), as in the word [tagri'bijja] in Figure 1. In contrast, words followed by a L-

phrase tone or L% boundary tone all show either mid ‘m’ or low ‘I’ following pitch. A word
was observed to be more likely to have a ‘mHI’ shaped accent (than ‘mHm’) if the next

stressed syllable was relatively distant.

IV.3  Summary

This detailed transcription of target words found in a small corpus of naturally occurring
speech suggests that observed variation in the local pitch contour both preceding and
following the accented syllable in EA can be described as a function of the surrounding tonal
environs. Such variation is arguably therefore predictable from the prosodic context, and does
not constitute evidence for additional pitch accent types in EA of any kind. Nonetheless it is
interesting to note that the relative height of the following local pitch contour was observed to
be more variable than that of the preceding local pitch contour. This matches findings
regarding the alignment properties of L turning points preceding and following the H peak in
EA, whereby it is the preceding L tone that is stably aligned at the onset of the stressed

syllable [8.24],

A% Discussion and conclusion

This paper has made use of the labelling conventions of a local fO contour tier, in order to test
a claim regarding the best phonological representation of the range of phonetic realisations of
accented syllables in a limited corpus of target words found in spontaneous colloquial EA

speech. The labelling system makes it possible to categorise potential candidates for



membership of a single phonological category according to slight variations in the actual local
fO contour, and thus to determine whether any of these variation should in fact be considered
as evidence of membership of some other phonological category. In the present study, it was
found that all of the observed variations in the local fO contour could be attributed to factors
in the local prosodic environment, and it is thus argued that all of the 100 accented syllables
should be assigned membership of a single phonological category. This was labelled with a
dummy ‘H*’ in the annotation. We propose that the correct phonological designation is
L+H*, for two reasons, both of which have previously been established experimentally ) but
which also become evident from the current study: firstly, the accented syllable is invariably
marked by a pitch peak (H) which is positioned consistently within the stressed syllable, and
any exceptions can be explained with reference to factors in the prosodic context; secondly,
the level of pitch preceding the peak is more stable than the level of pitch following the peak,
suggesting the presence of a leading L tone. Use of a prosodic annotation tier at the local fO

level is thus shown to be a useful tool in establishing phonological categories in spoken EA.

The labelling conventions of the local fO contour tier represent only a small part of the range
of tools available within the IV transcription systems; other tools include the use of a
rhythmic tier (and corresponding Implementation Domains) to capture the relationship

[15]

between rhythmic structure and intonational pitch events' ™ and a global fO contour tier

proposed (in [3]) for transcription of declination and downstep. In addition we believe that it

£.16] -
[£16] in order

would be profitable to define and test a set of Break Indices for EA intonation
better to determine the prosodic phrasing properties of spontaneous speech, and
implementation of all these additional tools is planned. A crucial test of any successful

labelling system however is the extent to which independent transcribers are able to use it to

reach consensus about how a particular stretch of speech should be labelled. A study of inter-



transcriber agreement using the proposed labelling system is thus also necessary, to test the
robustness of the prototype annotation guidelines for the local fO contour tier demonstrated
here, and to develop robust transcription norms for EA on rhythmic, global fO contour and

break indices tiers.

Establishment of an agreed intonational transcription system for EA will facilitate future
interdisciplinary research between phonological and speech technology research teams. In
addition a working transcription system will permit better descriptions of aspects of EA
intonational phonology which remain as yet undescribed as well as paving the way for future
documentation of intonational variation in Egypt, and comparison of EA intonation to that of

other varieties of Arabic.
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Abstract—The method we apply in order to retrieve information at the lowest cost in order to help sort and characterize texts is
described. Its four characteristics: non-dictionary based, restricted to surface structure, based on the used to tokens i.e. tools words
represented by automata. Arabic texts are examined in regard to token density and categories, which have an impact on their nature.
The results of our experiments are presented.

1 INTRODUCTION

This question sounds like a commercial add and seems, at first sight, inappropriate in a scholarly assembly. But we will
nevertheless consider it since the research we have been presenting so far does not belong in the mainstream, for many reasons.
The first reason is that our work is based on the concept that, in order to reach a good linguistic resolution level (say 80%) one
does not need to feed the machine a huge amount of rules. In other words with a number of limited rules, one can get a great
deal of information. One could even go further and say that beyond a certain level, adding extra rules would not increase
significantly the quality of results.

2 PRINCIPLES

But lower cost does not mean cheap cost: as matter of fact, we have based our research on morpho-syntaxic analysis of Arabic,
in other words, a linguistic approach, rather than other approaches such as the statistical approach, treebanks,...
We will characterize our approach in four main points:

« 1. Itis not dictionary-based

« 2. Itis based on the surface structure, made possible by:

« 3. The use of what we have called « tokens »

« 4. Which can very well be described by automata.

Some explanations are required.

Any Arabic text (and for that matter, it holds true for other languages) appears as formed by a group of sentences. These
sentences are structured by words that have been spotted by grammarians as having a particular influence on the sentence
structure. They can be prepositions, conjunctions whose function is to coordinate or subordinate clauses and so on. Arab
grammarians have called them: hurif, asma’, zurif and so on, and classified them under: S lzodl Gy > ooy Il ol 4T

Such as akhawat Inna, akhawat kana, hurif al-garr, ...

These particles induce expectations of various kinds and levels.

For instance “inna introduces a nominal sentence, which means that expectations are high and on the level of the sentence. In
turn this means that after that token we expect a mubtada’ and a khabar. This also leads to the fact that after inna we are bound
to find a (definite) noun. Just as after lam we will necessarily find a verb. So expectations are global or local.

- These particles or token are in limited number three to four hundreds.

- They do not - for the most part- obey to the root derivation that applies to lexical items.

- They are thus very informative.

- Just as they induce expectations on the syntactic level, they induce expectations on the semantic level. We have shown this
fact in our paper delivered at ALTIC 2011 [1] as far as text characterization is concerned.

We precisely intend to show through the use of tokens, that a very restricted group can bring a very high degree of
information and answer the question underlying the present paper :1.R.: a good level at a lower cost. That is: can we restrict our
use to tokens in order to get a reasonably acceptable text characterization without the intervention of other elements?

Needless to say that this choice represents an extreme case for a first step and is perfectly compatible with adding other
elements (other criteria such as articles, roots, repetitions and other we mentioned in [1]).



They can be represented by automata that, on the other hand, turned out to be very fit for the description of the Arabic
language, in view of its high grammaticality and algorithmicity, directly perceptible on the surface structure.

3  WHY AUTOMATA?

Tokens are syntactic structures indicators. These structures are of different levels. Tokens may reveal complete sentence trees
(syntagmatic indicators) or partial ones. They also may simply induce binds on the nearest neighborhood. Anyway, if we
consider the informational flow of the text, they may be viewed as triggering expectations. This is the very reason why we have
made the choice to represent them by automata.

Automata are at the core of the theory of informatics. They are abstract machines constituted by a reading head that moves on
along the text, plus a control unit that can only be in a finite number of states, in the simplest cases. While reading each symbol,
the control unit moves from one state to another — sometimes itself — in case of a loop. If, after having read the last symbol, the
machine finally gets to a state belonging to a subset of states allowing a possibility of exit, then the sentence is accepted.
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Figure 1: High level Automata

The above examples represent some high-level automata [2]. Arcs are tagged by the symbols representing the constituting
elements that are fundamental and cannot be suppressed: Nominal defined group (GND) and GN (nominal group) to which are
attached grammatical functions (mubtada’ and khabar).

In our top-down approach we consider these symbols as calling sub-automata until we get to symbols belonging to the
terminal vocabulary that will be Arabic characters, if we choose to work without a dictionary, or lexical items, if we choose to
use a dictionary.

The possibility offered to operate without a dictionary, since there exists an internal grammar of the word, is a strong
specificity of the linguistic system of Arabic. And it is useful to make it explicit not only to be able to show the structure of this
language, but also in order to benefit from it on the algorithmic level.

Moreover, automata offer the theoretical specificity of being easily set into a hierarchy. Besides, programming automata can
be very rigorous if their construction obeys to the mathematical bases of the theory. This hierarchy of such programs that can
mathematically be specified can in turn lead to a hierarchy of tokens, considered as operators.

This formalization offers the following benefits:

- Automata are relatively simple programs that can mathematically be specified as we previously mentioned. They can
imbricate and call one another. They can lead to modular analyzers whose complexity can be controlled.

They constitute a universal model of calculus, and are particularly fit for the structure of the Arabic language. For instance,
the possibility of expressing by one non-deterministic automaton of six states, the morphological structure of Arabic, as
described by D. Cohen in his pioneering study [3] is in itself remarkable. It reveals both the specific structure of Arabic
morphology and the descriptive ability of the theory of automata.



Figure 2: Arabic morphology in a 6 states automaton

These automata which will be augmented i.e. to which will be attached tests and programs at each transition, can also be used
to describe other operators in the field of 1. R. as we have shown in our paper delivered at ALTIC 2011. In this paper, we
described the choice of criteria for text characterization such as quotations’ retrieval, marks of temporality, and so on and their
description by automata in some cases.

Another automaton, that of quotations (one of the devices we have designed in order to extract quotations and reported
discourse in an Arabic text) has 31 states; it operates on characters with no need of a dictionary, minimizing memory use [4] [5].
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Figure 3: Arabic quotations retriever

4  EXPERIMENTS WITH THE TOKEN

Experimenting is also part of our approach. We can do so thanks to the software Kawakib we developed and whose functions
we described in [1].

A. Is token density meaningful for I.R.?

In his Phd, C. Gaubert [6] has shown that Arabic texts contained various amounts of tokens. Al-ayyam for instance (over 40%)
as opposed to Arabic newspapers (mostly between 20% and 32%).

The global density of token seems very significant to determine the nature of texts. Not only their period. On the whole one
could say that classical Arabic prose texts contain more token than newspaper Arabic. This is verified in the analysis of the
results displayed in Table 1.

TEXT Nature TEXT TOK % | TEMP

Philosophical il slaall oLl & o 48,82 5,49
Fable 4y ALK 47,22 7,51
Novel A3 43,62 177
Press prara 0 il 41,18 10,3
Qur’an TN 40,45 6,85
Historical study | cromdal) xie JUN caga g 37,97 6,87




Adab - portrait GV Al 37,2 8,9
Historical study JoYl 36,3 9,1
Novel Ay Al 36,3 18,8
Historical study | J& 088 o sieiy &l S3a 34,94 18,2
Novel adla ol Qi 34,88 9,65
Press pSall ol 8 34,5 3,8
Novel caolBae 33,09 11,9
Press A el Aadll 32,6 7,58
Press 220 o) »Y 29,92 6,13
Law e b Adlasall oyl 8 28,84 8,54
Press adkal) bz glaal A ) aal) 27,98 3,33
Press DL jaedat by aaill 19,59 3,13

TABLE 1 : GLOBAL TOKEN AND TEMPORALITY PROPORTIONS

This table goes to show that the density of tokens can be found both in classical and modern texts. One of the highest
percentages is found in a philosophical text (Fasl) and in a modern newspaper text (al-Filastiniyun). How is that so? We
suggest an answer in B.

B. The nature of tokens also is of the utmost importance to characterize a text. Certain tokens reveal, more than others, the
nature of the structure of a text. For instance, those texts where there is a debate, in which a subject is discussed on its different
aspects is bound to contain reasoning, argumentation where tokens governing subordinate clauses are more likely to appear.

In this respect, negation appears as a very discriminative set of tokens. In our corpus FaSl not only displays 46,82% of global
tokens, but also 14,04% of negations and 13,19% of relative pronouns from which we can deduce relative clauses which can be
interpreted as a part of reasoning. The specification a relative clause brings in while opposing entities is very remarkable. Texts
that recount events are likely to display tokens in relation with time and/or aspect, i.e. what we call temporality.

This newspaper text happens to be also an argumentative and very polemic text, accounting for its high percentage of tokens.
A study of their semantic nature would be of the highest interest to give tokens a value attached to their semantic and to the
notions they are hereby linked to [4].

It does not come as a surprise to find low percentages of temporal tokens in some of the first texts either because they are on
the whole dealing with a subject in a series of logical steps as opposed to narrative texts recounting events such as chronicles,
novels or short stories, not to mention other genres.

At first sight it is surprising to find in a fable telling stories such as Kalila wa Dimna such a low rate of temporal tokens. But
it shows in fact the level of the political and wisdom developments in this masterpiece.

We cannot express ourselves without the proper tools to do so. It is important to pay attention to the means offered by a
language to allow expression.

Although we do not develop from the start, an a priori theory of texts characterization, it is nevertheless indispensable to ask
these questions in order to be able to set percentages and then when needed, in a further step, ask the text the proper ones
towards an interpretation of the phenomenon.

In the meantime, it is obvious that our approach to token analysis in regard to text specification must be homogenized in
order not to misinterpret figures and facts.

A scale has to be established between the various categories of tokens in order to be able to measure measurable objects. For
instance what is the average occurrence of prepositions since no text is devoid of this category?

In an attempt of the use of these ratios to classify texts, we show in Figure 4 the relative positioning of some texts in regard to
four different criteria: global percentages of tokens (TOK), of temporal tokens (TMP), of consecutive determination marks
(DET) and indication of the root dispersal and richness (ROOT). The two last criteria have been discussed in [1]. All the values
have been scaled from 0 to 100 in order to shown trends.

One can observe that the philosophical text presents a high level of tokens combined with low temporality and the use of a
reduced set of roots. It can be opposed to novels which use many more roots and temporality marks; studies show an
intermediate case, but some of them (al-zawéj) can use few roots and many temporal tokens among very few tokens. A
completely opposed case is that of a press article very poor in roots, tokens and temporality but using a lot of nominal
determined groups.
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Figure 4: Some texts in regards to 4 criteria

5 CONCLUSION

This deliberate cursory use of tokens as developed in this paper show how far we can go in I.R. using only tokens represented
by automata, that is a very restricted amount of objects that organize the language and thus are utterly informative at various
degrees. Even a preposition is more informative about the structure than any lexical item.

The cost is that of a previous linguistic research to detect tokens and then a linguistic study of the semantic expectations they
induce and of the notions to which they are attached.

We have shown some figures and statistics to illustrate the main ideas we have exposed in this paper. Fore more extended
results the reader can consult our web site http://automatesarabes.net.
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Abstract- Documents clustering is the process of grouping
electronic text documents into groups of similar documents. This
paper presents an empirical analysis of utilizing different clustering
techniques and algorithms with different similarity criteria. For all
experiments the entropy measure and f-measure are used to calculate
the clusters' quality. The experiments are performed on 300 Arabic
news documents representing five classes. The results show that
using different similarity functions does not affect much the results
except for the Euclidean criterion which gives the worst result.
While for the clustering techniques; the hybrid technique has the
best results in most of the experiments. The single link
agglomerative algorithm shows better results than the other two
agglomerative algorithms complete link and UPGMA.

1. Introduction

Document clustering approaches can be classified into
hierarchical and partitional. Hierarchical clustering is divided
into agglomerative (bottom-up) and divisive (top-down)
algorithms. While partitional clustering includes many
algorithms such as k-means, k-mediods, probabilistic,
relocation and density-based algorithms [2]. Hierarchical
algorithms produce clusters gradually, partitional algorithms
produce clusters directly. In other words; hierarchical
algorithms builds a tree of clusters known as a dendrogram.
Each node (cluster) in the tree is the union of its children
(sub-clusters) and the root of the tree is the cluster containing
all the documents. Most of the times, but not always, each
leaf node is the cluster containing only one document. An
agglomerative clustering begins with one cluster for each
document and recursively merges the two (or more) most
similar clusters. A divisive clustering begins with one cluster
of all documents and recursively splits the most suitable
cluster. The process continues until a stopping criterion
(frequently, the required number k of clusters) is achieved.
The observable disadvantage of hierarchical algorithms is
that they do not revisit the constructed clusters for the
purpose of improvement. K-means [7] is the most famous
partitional algorithm and thus been investigated by many
researchers. K-means algorithm begins with choosing initial k
number of centroids and iteratively assigns each document in
the corpus to the closest centroid and recomputes the
centroids. The process continues until a stopping criterion
(frequently, centroids don’t change or for | number of
iterations.) is achieved. Although k-means algorithm is
simple and straightforward, its results mainly depend on the
initial centroids randomly chosen in the start of the algorithm.
Many refinements can be done to k-means algorithm to
improve its quality [3] [17]. Hierarchical and partitional
approaches can be combined to form another approach of
clustering which is called hybrid clustering .The

Scatter/Gather system [5] uses hierarchical clustering to
produce centroids for a final k-means phase.

This paper presents empirical analyses of different clustering
algorithms for Arabic text documents. Arabic text
documents were analyzed using the RDI morphological
analyzer [1]. Stop words and verbs were removed. For each
noun, the morphological analyzer retrieved its stem (denoted
as term). Terms were weighted using the term frequency (tf)
and inverse document frequency (idf). Three agglomerative
algorithms (single link, complete link and UPGMA) and two
k-means algorithms (traditional k-means, incremental k-
means) were implemented in this research. In addition, the
hybrid algorithm which combines both agglomerative and k-
means was also implemented. The experiments were
performed on 300 Arabic news documents. These news
documents were extracted from Google Arabic news group.
These documents represent news from five classes (arts,
economy, politics, sports, and science — 60 documents per
class). The documents were partitioned randomly four times
with different humber of documents in each partition. The
experiments were repeated with different number of required
clusters (k) and different similarity criteria. The results show
that single link agglomerative algorithm is better than the
other two agglomerative algorithms. The incremental k-
means produces better quality than the traditional k-means.
The hybrid technique mostly has the best results but its
computational complexity is the union of that of both the
agglomerative and the k-means.

2. Documents Clustering

2.1. Document Representation

Documents cannot be directly interpreted by a clustering
technique. As a result, document representation phase is
needed to map the document into another interpretable form.

For term definition; the most frequent choice is to define
terms either with the words (Bag Of Words approach)
occurring in the documents after eliminating stop words and
prepositions in preprocessing phase or with their stems [15].

A document is usually represented by a vector, called term
weight vector [14]. The term weight vector correspond to the
terms exist in all training documents. The contents of the
term weight vector equal to the weighted value which that
term has for the document.

Term weight is famous with its equation term frequency
multiplied by the inverse document frequency (tf*idf).This
function denotes that the more often a term occurs in a
document, the more it is representative of that document and
the more documents the term occurs in, the less
representative it is.
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2.2 Similarity Criteria

A similarity criterion must be stated and measured before
applying a clustering algorithm. This similarity criterion
computes the degree of similarity between two term vectors.
There are many examples of similarity criteria including
cosine, Jaccard, Dice, Euclidean distance [11]. But the most
popular one is the cosine criterion [14] which measures the
cosine angle between two vectors. These criteria calculate
similarity based on the co-occurrences of a term in the
documents.

2.4. Clustering Techniques

Clustering techniques is mainly classified into hierarchical
and partitional clustering. Hierarchical clustering produces
nested clusters while partitional clustering produces un-
nested ones [9]. Agglomerative hierarchical and k-means
partitional approaches are two clustering techniques that are
commonly used for document clustering. Sometimes K-
means and agglomerative hierarchical approaches are
combined to produce a hybrid technique which has the best
from both sides. There are many agglomerative algorithms
which always vary in how to compute the similarity between
two clusters. Examples of these algorithms are single link,
complete link, UPGMA, centroid similarity, Intra-cluster
similarity [12] [13] [17]. The k-means algorithm [7] is the
most famous clustering tool used in many applications. Its
name comes from representing each of k clusters by the mean
of its data points also called centroid. Many variants of the k-
means have been investigated as to improve its clustering
quality. A procedure for computing a refined starting
condition from a given initial one that is based on expectation
maximization (EM) is presented in [3]. Another variant is the
bisecting k-means [17] which starts with one cluster
containing all documents and iteratively split a cluster into
two sub clusters using basic k-means algorithm. Bisecting k-
means show better results than agglomerative algorithms.
Incremental K-means is another variant of the basic k-means.
In the basic k-means recomputing of the centroids are taken
place after assigning all documents to the closest centroid,
while for the incremental k-means recomputing of the
centroids are repeated after each document is assigned to the
closest centroid. The partitional clustering algorithms are
more suitable for clustering large documents datasets due to
their relatively low computational time. In [10] [18]
partitional algorithms actually produce inferior and less
effective clustering quality than the agglomerative
algorithms. All of these studies did not examine the effect of
the criterion functions. Criterion functions optimize the entire
clustering process for both approaches. A recent study
reported by Zhao and Kapyris [19][20] investigated the effect
of the criterion functions to the problem of partitional and
hierarchical documents clustering and the results showed that
different criterion functions lead to significantly different
results.

Hybrid technique is not investigated as much as the
hierarchical and partitional approaches. May be this was a
result of its complexity and longer computational time than
other techniques. But, the Scatter/Gather system [5]
implements a hybrid technique that uses hierarchical
clustering to produce centroids for a final K-means phase.

2.5 Measures of Cluster Quality

There are two approaches for measuring clustering quality
which are the internal and the external quality measures. The

internal approach measures the quality of clustering without
the aid of any external knowledge. It uses the consistency of
clusters to measure the clustering quality. An example of the
internal approach is the overall similarity measure used in
[17]. The external approach measures the clustering quality
by comparing the clusters produced from the clustering
technique to known classes. The two famous measures of this
approach are the entropy measure [16] and the f-measure [10]
which are applied in this paper.

3. The Proposed System

Each document in the dataset is mapped to a new
representation to be interpretable by the different clustering
techniques. Each document passes through two steps: text
manipulation and weight matrix creation. Figure 1 shows the
steps of the proposed system.
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_Figure 1: Clustering System.

3.1. Text Manipulation

The RDI morphological analyzer is used to analyze each
document [1]. First, RDI tokenizes each document into a set
of terms (words). Then each term is analyzed and
information about this term is produced including prefix,
suffix, stem, root, and type. For each document the
following three steps are performed:

1- Removing stop words and verbs.

2- Term Stemming: Is the process of removing the prefix
and suffix of the term. In Arabic language a word stem may
be more representative than the root. Stem reserves the
meaning and the type of the word. For some Arabic words,
root can be used to produce verbs and nouns with different
meanings.

3- Removing diacritics: In Arabic language diacritics are
marks (5., ,..,".o2) above or below letters used in orthography.
Most people rely on their knowledge of the Arabic language
and the context while writing the Arabic text. As a result the
Arabic texts may be fully, partially or even free from
diacritics which may make the written Arabic words
ambiguous. Thus, removing diacritics is a way to uniform
Arabic text.

3.2. Term Weighting

Term Weighting is the process of calculating weights for the
terms with respective to each document in the training set.
These weights are used to build the term-document matrix
that is interpreted by the different clustering techniques.
Term weighting is applied using the equation of term
frequency multiplied by the inverse document frequency.
This function denotes that the more often a term occurs in a
document, the more it is representative of that document and



the more documents the term occurs in, the less
representative it is.
. |Tr| (1)
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where #(ti , di) is the number of times term t; occurs in
document dy, [Tr| is the number of the document in the
training set and #7r (ti)is the number of documents in Tr in
which t; occurs at least once .

A normalization function is then applied to the weighted
value in order to make weights fall in the range [0, 1] and to
represent documents by vectors of equal length.

tfidf (t;,d, ) (2
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where |T| is the number of all terms that occur at least once in
Tr.

3.3. Similarity Criteria

A similarity criterion is calculated to each pair of documents
in the corpus. The output from this step is the document-
document similarity matrix. This step is essential before
applying any clustering algorithm. In this paper four
similarity criteria are used Cosine, Jaccard, Dice and
Euclidean distance criteria.

3.3.1. Cosine Criterion

Considering the tfidf in equation 1 and equation 2,
measuring similarity between documents j and k using
Cosine criterion [14] is calculated as follows

:1:1W|J > Wik
Cos(D;,D,) =

R @3)

The value of equation 3 ranges from 0 which means
dissimilar (orthogonal vectors) to 1 which means similar
(identical vectors).

3.3.2. Jaccard Criterion

Considering the tfidf in equation 1 and equation 2,
measuring similarity between documents j and k using
Jaccard criterion [8] is calculated as follows

n
i,lwi.j X W,

4
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The value of equation 4 ranges from 0 which means
dissimilar (orthogonal vectors) to 1 which means similar
(identical vectors).

3.3.3. Dice Criterion

Considering the tfidf in equation 1 and equation 2,
measuring similarity between documents j and k using Dice
criterion [6] is calculated as follows

2 z;q:lwi-j X W,
Zinzlwiz.j + Zin:lwiz,k (5)
The value of equation 5 ranges from 0 which means

dissimilar (orthogonal vectors) to 1 which means similar
(identical vectors).

Jac(D;,D,) =

Dice(D;,D,) =

3.3.4. Euclidean Distance

Considering the tfidf in equation 1 and equation 2,
measuring similarity between documents j and k using
Euclidean distance [4] is calculated as follows

EUC(Dj-Dk):\/ZLl(Wi,,- -w,,)?/n (6)

The value of equation 6 ranges from 0 which means similar
documents to 1 which means dissimilar documents.

3.4. Clustering Techniques

Three clustering techniques are applied with different
similarity criteria, Agglomerative hierarchical technique,
Basic K-means partitional technique and Agglomerative K-
means hybrid technique. A variant of K-means technique is
also applied which is called incremental K-means technique.
Figure 2 shows the different techniques and algorithms
applied in this paper.
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| Figure 2: Clustering Techniques.

3.4.1. Agglomerative Clustering Technique
A simple Agglomerative Clustering Algorithm is applied as
follows
1. Compute the similarity between all pairs of clusters and
build a similarity matrix
2. Merge the closest two clusters (with the highest similarity).
3. Update the similarity matrix to reflect the similarity
between the new cluster and the other clusters.
4. Repeat steps 2 and 3 until stopping criteria is reached (here
it is the requested number k of clusters).
Three different agglomerative hierarchical algorithms are
applied; complete link, single link and UPGMA. The main
difference between these algorithms is how they define the
similarity between clusters (step 1).
Complete Link defines the similarity between any two
clusters as the maximum distance between any two
documents in the two different clusters. Similarity between
two clusters c; and ¢; is defined as follows
sim(c;,c;) = max sim(x,y) @)

XEC; yec;
Single Link defines the similarity between any two clusters
as the minimum distance between any two documents in the
two different clusters. Similarity between two clusters c; and
¢j is defined as follows
sim(c;,c;)= min sim(x,y) (8)

XeC; yec;
UPGMA (Group Average) defines the similarity between
any two clusters as the average pairwise distance among all
pairs of documents in the two different clusters. This is an
intermediate approach between complete and single
approaches. Similarity between two clusters c; and c; of sizes
n and m is defined as follows
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3.4.2. K-Means Clustering Technique

The basic (traditional) K-means Algorithm for finding K
clusters is applied as follows

1. Select randomly K documents as the initial centroids.

2. Assign all documents to the closest centroid.

3. Recompute the centroid of each cluster.

4. Repeat steps 2 and 3 until the centroids don’t change or for
| number of iterations.

A variant algorithm of k-means is also applied which is called
incremental k-means. The main variance between this
algorithm and the basic k-means is the time when to
recompute the centroids and hence assigning documents to
the recomputed centroids. In the basic k-means recomputing
of the centroids are taken place after assigning all documents
to the closest centroid, while for the incremental k-means
recomputing of the centroids are repeated after each
document is assigned to the closest centroid.

3.4.3. Hybrid Clustering Technique

This technique combines the previous two techniques the
hierarchical and the partitional. The agglomerative technique
is first applied and gives output of k clusters with k centroids.
These k centroids are taken as an input to the k-means
algorithm. In the experiments of the hybrid technique the
single link agglomerative algorithm is applied in the step of
agglomerative technique and the incremental k-means is
applied in the step of the k-means technique.

4. Experiments

The dataset contains 300 documents representing five
different classes. Each class contains 60 documents. There
are mainly three groups of experiments. The first group is
for comparing the agglomerative different algorithms using
different similarity criteria and different k values. The
second group is for comparing the traditional and the
incremental k-means algorithms also using different
similarity criteria and different k values. The third group is
for comparing hybrid technique with the agglomerative and
k-means techniques.

For each group of experiments the experiment is repeated
four times using different number of documents to be
clustered. The first experiment utilizes 300 documents, the
second experiment utilizes 100 documents, the third
experiment utilizes 50 documents and the fourth experiment
utilizes 10 documents. All documents were selected
randomly. The number of documents per class in each
training data is the same.

The experiments of the basic and the incremental k-means
are repeated 10 times and the average of the results is taken
to be the final result.

4.1 Evaluation of clustering quality

The quality of the clustering solution is measured by means
of external quality measure. Two external measures are used
which are the Entropy and the F-measure.

4.1.1. Entropy

The Entropy measure concerns mainly at how the different
classes of documents are distributed within each cluster. For

a given cluster S, of size ny, the entropy of that cluster is
calculated as follows

q i i
E(S,)=——— > "log ™
loggi='n, 'n
where q is the number of classes in the dataset and ni, is the
number of documents of the i class that were assigned to the
r" cluster. The entropy of the clustering solution is then
calculated by taking the sum of the individual cluster
entropies weighted according to the cluster size.

[
nl‘

Entropy ; : E(S,)
A perfect clustering solution is the one that leads to clusters
containing documents from only a single class, in this case
the entropy will be zero. In general, the smaller the value of
the entropy, the better the clustering solution is.
4.1.2. F-measure
F-measure depends on the precision and the recall ideas
from the information retrieval. First the recall and the
precision of each cluster is calculated for each given class.
For cluster j and class i the precision and the recall are
calculated as follows

(10)

(11)

PP |
Precision(i, j) = — (12)
n.
J
- - nIJ
Recall(i, j) =—
n;
where njj is the number of the members of class i in cluster j,
n;j is the number of members of cluster j and n; is the number
of members of class i. The F-measure of cluster j and class i
is calculated as follows
. .. (2=Precision(i, j) = Recall(i, }))
F@,))= - —
Precision(i, j) + Recall(i, j)
The overall F-measure for any class is calculated by taking
the average of all values for F-measure as follows

F :Z% max{F (i, )}

where the max is taken over all clusters and n is the number

of documents. In general, the larger the value of the f-
measure, the better the clustering solution is

(13)

(14)

(15)

5. Results and Analysis

The results are divided into three groups. The first group is
for the comparison of different agglomerative algorithms
and different similarity criteria. The second group is for the
comparison of different K-means algorithms. The third
group is for the comparison of hybrid, agglomerative and k-
means algorithms. The output value from any experiment
represents the Entropy or F-measure of the clustering
solution.

5.1. Comparison of the Agglomerative algorithms

This group of experiments aims to find the best
agglomerative algorithm from the three applied ones which
are single link, complete link and UPGMA.. As mentioned in
section 3 the main difference between these algorithms is
how they define the similarity between clusters. For most of
the experiments the single link has the best results.



UPGMA's results are near from that of the single link
especially for low number of documents. The complete link
has the worst results compared to the previous two
algorithms. Figure 3 and figure 4 show the entropy results
of the three algorithms for different number of documents
(N=100, N=300).

Another aim is to find which similarity criteria is the best for
document clustering. Table 1, table 2 and table3 show some
of the results of different clustering algorithms using
different similarity criteria. It is observable that changing the
similarity criterion does not change the results except for the
Euclidean distance which lead to the worst results. As a
result the cosine criterion is used as a similarity measure in
all of the next experiments.
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Figure 3: Comparison between Single Link, Complete Link
and UPGMA Algorithms for N=100
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Figure 4: Comparison between Single Link, Complete Link
and UPGMA Algorithms for N=300

Table 1: Clustering guality for N=100 and k =5

Similarity _ Single Link Complete Link UPGMA
Criteriajentropyf-measure entropy ff-measure | entropy [f-measure
Cosine 0541 | 024 0919 | 0.151 | 0.611 | 0.243

Dice [0.299 | 0.24 |0.919 | 0.151 | 0.611 | 0.243

Euclidea]0.886 | 0.118 |0.954 | 0.135 | 0.954 | 0.135

Jaccard|0.541 | 0.24 ]0.914 | 0.151 | 0.611 | 0.243
Table 2: Clustering quality for N=100 and k =7

Similarity _ Single Link Complete Link UPGMA
Criteriajentropyf-measure entropy ff-measure | entropy [f-measure
Cosine |0.375 | 0.278 ]0.896 | 0.153 | 0.395 | 0.270

Dice |0.375 | 0.278 |0.896 | 0.153 | 0.395 | 0.270

Euclidea]0.867 | 0.118 |0.932 | 0.137 | 0.916 | 0.152

Jaccard|0.375 | 0.278 | 0.896 | 0.153 | 0.395 | 0.270
Table 3: Clustering quality for N=100 and k =9

Similarity  Single Link Complete Link UPGMA
Criteriajentropyf-measure| entropy f-measure | entropy [f-measure
Cosine |0.299 | 0.286 | 0.841 | 0.158 | 0.350 | 0.270

Dice |0.299 | 0.286 |0.841 | 0.158 | 0.350 | 0.270

Euclidea]0.853 | 0.118 |0.912 | 0.133 | 0.898 | 0.1475

Jaccard|0.299 | 0.286 |0.841 | 0.158 | 0.350 | 0.270

5.2. Comparison of the K-means algorithms

This group of experiments compares the results of the
traditional and incremental k-means. As mentioned in
section 3, the main variance between the incremental and the
traditional k-means is the time when to recompute the
centroids and hence assigning documents to the recomputed
centroids. The incremental algorithm tries to improve the
centroids and recompute them as soon as any document been
assigned to a cluster. This may improve the weak point of
the traditional k-means which is the bad choice of the initial
centroids leading to a bad clustering quality. The results
show that the incremental k-means truly improves the
clustering quality. Although the incremental k-means take
more computational time complexity but it is still a linear in
the number of documents. Figure 5, figure 6 and figure 7
show the entropy result of the comparison between the
traditional and the incremental k-means for different number
of documents (N=50, N=100 and N=300).
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Figure 5: Comparison between the traditional and the
incremental K-means for N=50
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Figure 6: Comparison between the traditional and the
incremental K-means for N=100

0.45
0.4
0.35
0.3
0.25

0.15
0.1
0.05

o
N
T

k=5 k=6 k=7 k=8 k

Number of Culsters

@ Traditnioal O Incremental

Figure 7: Comparison between the traditional and the
incremental K-means for N=300
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5.3. Comparison of the four clustering algorithms

This group of experiments compares the results of the
traditional k-means, incremental k-means, single link
agglomerative and hybrid algorithms. The hierarchical
clustering is always been described as the best quality
algorithm. But the results show that the incremental k-means
which is a variant of the k-means produces better clustering
quality. Traditional k-means produces the worst clustering
quality. The hybrid algorithm produces in most of the



experiments the best clustering quality especially for high
number of documents. Although it's best quality, the hybrid
algorithm combines the time complexity of both
agglomerative and incremental k-means algorithms. Figure 8
and figure 9 show the entropy result of the comparison
between the four algorithms for different number of
documents (N=100 and N=300).
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Figure 8: Comparison between the four algorithms for
N=100
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Figure 9: Comparison between the four algorithms for
N=300

Conclusion

The paper presents an empirical analysis of utilizing
different clustering techniques and algorithms with different
similarity criteria. The experiments were performed on 300
Arabic news documents representing five classes. The news
documents were extracted from Google news group. All
documents were morphologically analyzed using the RDI
system. Three agglomerative algorithms, two k-means
algorithms and a hybrid algorithm were implemented. Each
experiment is repeated four times with different number of
documents and four different similarity criteria. The results
show that using different similarity functions does not affect
much the results except for the Euclidean criterion which
gives the worst result. The single link agglomerative
algorithm is better than the other two agglomerative
algorithms. The incremental k-means produces better quality
than the traditional k-means. The incremental k-means
produces as good as or better quality than the single link
agglomerative. The hybrid technique mostly has the best
results but its computational complexity is the union of that
of both the agglomerative and the k-means.
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Abstract

This paper suggests a computationally-enhanced model of an English —Arabic dictionary based on a
systematically empirical linguistic analysis of the SL and TLsystems rather than the introspective
intuitions of bilingual lexicographers. In this model, computerized text corpora and bilingual semantic
concordances play a key role in turning out a reliable bilingual dictionary that does not only serve the
purposes of all types of BD users but will also be a robust bilingual repertoire in bilingual NLP systems
such as Machine Translation.

Key Words: Machine Translation, Bilingual Dictionaries, Natural Language Processing

1.0 Introduction

Notwithstanding the great advances in the fields of lexical semantics and computational lexicology,
bilingual lexicography (BL) is still a far cry from being a scientific discipline per se .Bilingual
comparative analysis of the source language and the target language has not yet built itself into the
toolkit of the bilingual lexicographer. Computerization as far as bilingual lexicography is concerned is
still restricted to such surface-level automation as can be sufficient to transform a book dictionary into
a computerized form. This attitude is definitely oblivious to what potentialities artificial intelligence
and smart computation can have for updating the linguistic content of bilingual dictionaries beyond
what mere CD —Rom churning can. On the other hand, linguistic theories on bilingual lexicography
have been governed-somewhat unconsciously-by commercial considerations. Still in the literature on
bilingual dictionaries we can read something about the “purpose” of the dictionary and whether it is
targeted for production of the TL by SL users or comprehension of an SL by certain TL users,
depending on the direction of the SL-TL pair. This view has always governed such critical issues as
sense discrimination in both the source language and target language, rendering the need for semantic
disambiguation in a bilingual dictionary (BD) subject to the pre-determined purpose of the dictionary.
This paper tries to expose the shortcomings of this view ,adopting a different theoretical position which
sees the unity of purpose as the basis of building the architecture of the bilingual dictionary so that it
becomes suited to the needs of all users ,be they average users ,specialized ones ,language learners or

translators and be they native speakers of the source language or the target language. At the same time,

it would be fair to argue that that eclectic view of the bilingual dictionary can be attributed to the



limited space made available in paper dictionaries. However, such an argument, one can contend, is no
longer valid once we have adopted full-fledged computerization- with its immense  potential for
storage and retrieval of large chunks of data- as an irrecoverable substitute for the paper dictionaries. In
this way, an integrated bilingual dictionary which unifies purpose and content may well come into
existence.

1.1 A Theoretical Framework

Bilingual contrastive analysis can be done in two stages which can also be regarded as two paradigms
for this type of analysis. The first stage is the preparatory stage, which involves a thoroughgoing
comparative and contrastive analysis of the two language systems and the relative position syntactic
categories occupy in both of them before embarking on the compilation work. The second stage is the
compilation stage in which contrastive analysis focuses on the lexical transfer part of the process .In
this part, the lexicographer will select lexicographical equivalents for SL words from a repertoire of
translational equivalents provided by bilingual text corpora. Most existing BDs reflect a level of
contrastive analysis based on either of the two stages just mentioned. This is why BD theorists classify
bilingual dictionaries correspondingly into two broad categories which reflect either one or the other of
these two paradigmatic stages .These two categories are: the segmental BD and the idiomatic BD
(Piotrowski: 1994.p.148).A segmental BD contains decontextualized lexemic equivalents which are
supposed to be substitution forms to be used by bilingually competent users such as translators. An
idiomatic dictionary contains highly contextualized lexemic equivalents together with preconstructed
expressions. Thus it is best suited for production of Sl texts by non-native speakers of the TL or for
comprehension of L1 by L1 learners when they are native speakers of L2 .It can be suited also for
communication based on comprehension by, say ,tourists or businessmen, but not so much for
translation. This is because translators need ready lexemic equivalents which they can substitute for the
source words in the target text at hand rather than idiomatic paraphrases since they are supposed to be
already aware of the semantic subtleties of both languages.

It seems, then, that segmental BDs are the most suitable for the purposes of translators.However,
segmental BDs usually contain lexical equivalents which serve as contrastive lexical components in the
TL system rather than "real” translational equivalents that can be substituted automatically for SL
words. For example, all known French-English dictionaries supply the quantitative adjective some as a

direct equivalent of de, despite the fact that a corpus-based statistical study conducted by Catford



(1965) had found that the actual translational equivalent of de in English is (0), that is, it is not
translated. Yet this equivalent was motivated by a belief that the two words occupy the same position
in their respective language systems. . At any rate, there is certainly a difference between using
translation as a paradigm against which we model our BD and considering it the be-all and end-all
target of the BD.

To use translation as a paradigm in BL is to consider it as a tertium comparation, that is a third model
against which the other two approaches of the segmental and idiomatic BD are compared with a view
to integrating them into a single approach. This segmental-idiomatic approach assumes that
translational equivalents can be included in a BD as lexicographical equivalents if they follow a regular
pattern of occurrence .The pattern should be so regular that translation equivalents can be reduced to a
definite and at the same time variegated number of lexicographical equivalents which represent this
pattern in a balanced manner. At the same time they are to be excluded by the lexicographer when they
are irreducibly irregular or infrequent and randomly dispersed in TL stretches of discourse. We cannot
hope that the successful lexicographical equivalents will be fit for substituting SL words in all relevant
contexts but we can expect them to be so for the greatest number of contexts in which SW is likely to
occur. It should be also noted that this substitutability presupposes an unchanged SW status on the
morphological and syntactical levels and that any change at these levels may affect this substitutability
so that the one remaining constant will be: meaning.

This integrational approach cannot be fully realized in a paper dictionary because in such a case
translational equivalents will stand as segmental equivalents which, due to considerations of space, will
not be accompanied by a representatative variety of expressions in which they occur in TL texts and
thus will serve only one purpose ,that of translation. However, in a corpus-based bilingual dictionary,
these expressions will serve two purposes: to show the validity of the translational equivalents as
lexicographical equivalents, account for their diversity and to be explanatory examples for
unsophisticated users. The electronic dictionary seems to be the optimum solution for implementing
this view. It should be noted that this solution cannot come out in the form of an automatic acquisition
of the lexicographical equivalence data provided by the lexicographer as an output from the
compilation stage but rather in the form of this data linked to the natural contexts from which the
equivalents were derived. This will require building bilingual semantic concordances, a possibility

which will be discussed in section 5.



1.2 Translation Vs Lexical Transfer

Before we start, a certain stumbling block has to be removed which has often stood in the way of
compiling a bilingual dictionary based on a sound linguistic basis: that is lexicographers' inattention to
the difference between lexical transfer involved in translation and that involved in bilingual dictionary-
making.  Bilingual dictionaries may go to extremes in stating what should remain implied, which
results in an explanatory equivalent rather than a lexical one. Such a kind of equivalent will soon prove
to be a fiasco once we encounter the SL word in a different context than that which the lexicographer
had in mind while lexically transferring it into the TL. For example, the English noun abortionism is

translated by Al-Nafees English- Arabic dictionary as _e\x¥! &> b (ta’yid Hurreyat il-ijhaD)

(literally: supporting the freedom of abortion). When this noun occurs in a sentence like: The US
supports abortionism, it becomes easy to see how erratic such an equivalent is, due to the lexical
tautology it causes when we use it in translating this sentence into Arabic. It transpires that the more

terminological equivalent _z=%¥' 4> Hurreyat al-ijhaD "freedom of abortion” is the proper one, for it

serves both the purpose of comprehension and that of production and would cover a wider spectrum of

the contextual occurrence of the SL term than the explanatory equivalent.

2.0 Contrastive Semantic Analysis:

2.1 Polysemy in the source language

Perhaps the most important challenge for a bilingual dictionary user, be he a reader or a translator
of a text written in the source language, is to figure out the meaning of the lexical unit for which he
seeks a lexical equivalent from between the lines of the source language text. The next step is to spot
the nearest equivalent to that meaning from the “map” of lexical equivalents listed by bilingual
dictionaries for that lexical unit. If the reader or translator is already familiar with all the senses of the
source word he will not make a hard job of “recognizing" the proper TL equivalent as he goes through
his bilingual checklist. Otherwise, the practiced user, say a translator or a specialized reader, will
perhaps first resort to a SL monolingual dictionary, in order to compare the different meanings listed
under the entry for the SL word with the contextualized lexical unit, as it occurs in the source text at
hand, till he settles on a satisfactory sense mapping. Then he may consult a bilingual dictionary in

search of an exact TL equivalent. As for the language learner or the general user, they may well



dispense with the SL dictionary intermediation simply by browsing all the lexical equivalents
catalogued by the bilingual dictionary for the source word. The browsing will continue till they find an
approximation which they think is the closest thing to the meaning of the source word in the given text,

which is an even harder task.

It is our contention that the bilingual dictionary should reduce these steps to a minimum and save its
users all this trouble by stating the various meanings of the source language word. Most bilingual
dictionary theorists argue that the bilingual dictionary should not state the different meanings of the SL
polysemous word unless there is semantic ambiguity in both languages. That is, when there is a
polysemous target word for each meaning of a polysemous source word.

The problem with such views is that they restrict comprehension and production to the limited area
of temporary users such as language learners and general readers. What about advanced bilingual
dictionary users like translators and academic writers? A translator, for example, would want to use the
dictionary for comprehension and production at the same moment: comprehension of the SL and
production of the TL. Therefore, he would like to have a well defined SL meaning linked to an accurate
TL equivalent, regardless of whether he is a native or non-native speaker of the source language, and to

the elimination of SL dictionary intermediation.

There are two models of the monolingual lexicon which the bilingual lexicographer can choose
from when he sets about the task of incorporating the SL meanings into his dictionary. These two
models are: the sense enumerative lexicon and the generative lexicon. The former assumes that a multi-
sense word has a definite number of meanings which may be unified under one sense spectrum, a
phenomenon which lexical semanticists call polysemy, or they may not be unified by the same sense
spectrum, a phenomenon traditionally known as homonymy. A prototypical example of polysemy is
that of the noun bank, which could mean a ‘financial institution’ or the ‘building’ used by that
institution. The same word can also provide us with a typical example of homonymy when it means
‘side of a river’, a meaning which has nothing to do with the previous ones. As for the generative
lexicon, it rejects the idea of a word having a pre-determined set of meanings on grounds that word
meaning is affected by the context, the linguistic and the non-linguistic one, and is constantly subject to

change in such a way that the sense enumerative lexicon cannot track.

Thus meaning, according to this model, is generated from usage. Let's take the example of an

adjective like fast. According to the sense enumerative lexicon, three sense spectrums can be tracked of



this word within which any subsequent usage of it has to be understood. The word fast may indicate the
speed of an event or an action as in fast trip, or it can indicate the speed of an object when it is the
initiator of the speed as in: fast runner and fast car. Finally, it can indicate the speed of an object when
this object, which is expressed by the noun the adjective qualifies, is the product of the speed rather
than the producer or initiator of it as in fast meal. When an expression like fast road occurs, it is
automatically mapped, according to the sense enumerative lexicon, to the second meaning. This will be
rejected by the generative lexicon model on the grounds that what is being described as “fast” here is
not the road, but, rather, the cars speeding on it, which is a new meaning generated from the context
and other meanings can be generated from other contexts if we have a reliable corpus.

In order for the generative lexicon model to be implemented in a bilingual dictionary, this will
require computerized bilingual text corpora where SL meanings are generated from the contextual co-
occurrences of SWs and then mapped to their TL equivalents. The computational paradigm can provide
us with a means to integrate the two models of the generative and sense enumerative lexicons. This
comes about by extending the repertoire of the sense enumerative lexicon beyond a finite list through
comparing the already given meanings against corpus sense-in-text and generating new meanings to be

constantly added to the list of meanings.
2.2 Lexical Equivalents in the Target Language

One can argue that bilingual dictionary theories focus mainly on word-to-word equivalence and
sense—to-word equivalence and don't give due attention to meaning-to-meaning equivalence. Before
carrying the discussion a step further, I would first like to make clear what | mean by these three terms.
Word-to-word equivalence is the simplest form of lexical equivalence; it exists when there is a
monosemous source word mapped to a monosemous target word. Sense-to-word equivalence occurs
when there is a polysemous source word for each meaning of which there is a separate lexical item in
the TL lexicon, which does not intersect semantically with it except in respect of that meaning. In other
words, the target word in such a case could be monosemous or polysemous. If it is monosemous, there
will naturally be semantic equivalence between it and the particular SW meaning for which it was
selected. If it is polysemous, the semantic equivalence will hold only between one of its meanings and
the meaning of the SW for which it was selected, while other SW meanings will be covered by other,

different TWs and so on.

Meaning-to-meaning equivalence, on the other hand, occurs when all the senses of a SW can be



mapped to all the senses of a TW without need to go to different TWSs to translate the different SW
senses. From now onwards | will give a lexical equivalent resulting from meaning-to-meaning
equivalence the term semantic equivalent while a lexical equivalent resulting from sense-to-word

equivalence or word-to-word equivalence will be assigned the term lexical-word equivalent.

2.2.1 Semantic Equivalents

A semantic equivalent in the sense just defined could be isomorphic or non-isomorphic, depending
on the degree to which the meanings of both the source word and the target word are identical. An
isomorphic semantic equivalent occurs when there is a source word which has a certain number of
senses or semantic extensions, linked by the same semantic spectrum, and a corresponding target word,
having the same number of senses and the same collocation range. Therefore, the TW is said to
represent an isomorphic semantic equivalent of the SW if (1) the meanings of the TW are linked by the
same semantic spectrum as that whereby the SW meanings are linked; (2) the TW is valid as a lexical
equivalent of the SW in all of the latter's contextual co-occurrences (i.e. its immediate collocation
range, which the lexicographer discovers through a thorough-going corpus investigation of the word).
In such a case, the lexicographer, and often the translator as well, will not need, as we have noted, to go
to a separate lexical item in the target language lexicon for each meaning of the source word and will
use the same isomorphic TW for all meanings. For example, the English verb collapse has three
meanings linked by the semantic spectrum of “falling down". This “falling down” could be literal,

figurative or psychological, as illustrated below by 1. (a), (b) and (c) respectively:

I . (a) The building collapsed

(b) Negotiations collapsed

(c) The man collapsed

It is to be observed that the Arabic verb ,.. (vanhar) has the same three meanings of the English

verb and in this way there will be no need to use a lexical-word equivalent pertaining to a different
semantic spectrum or an explanatory equivalent which, in addition to being lexically clumsy, does not
communicate the SW meaning precisely, as we find in Al-Mawrid English-Arabic dictionary. In this

dictionary, we encounter the Arabic verb si (yukhfig), which means: to fail, as the equivalent of the

second sense of collapse. For the third sense, the dictionary supplies a paraphrase: wis Cisa ola,



(yuSabu biD¢fin shadid), literally: to be affected by severe weakness. This means that the isomorphic
semantic equivalent is the ideal lexical equivalent not only on account of its broad semantic coverage
but also for its semantic exactitude. One can argue that behind this bilingual semantic isomorphism are
macro-level universal principles underlying human cognition. To verify this claim no doubt requires
detailed empirical research into many translational language pairs. It can be noticed that the second and
third senses exemplified by 1(b) and (c) are a metaphoric extension of the first concrete sense
exemplified by 1(a). The comparative corpus analysis of the Arabic translation of collapse in different
texts where it occurs, in these three senses, reveals that translators favor the bilingual cognitive

metaphor of falling down, lexically realized in the Arabic verb 4 (anchor), over a lexical-word
equivalent pertaining to a different semantic spectrum. This reveals that the semantic equivalent ;i

(yanhar) is the absolute equivalent of the word due to its semantic comprehensiveness and the diversity
of the SW contextual co-occurrences it covers (about 50 out of 50 occurrences found in one

computerized bilingual corpus); it therefore qualifies as an isomorphic semantic equivalent.

By a non-isomorphic semantic equivalent is meant a polysemous target word semantically identical
with a polysemous source word in respect of some senses only, or in respect of all senses, but not all
contextual co-occurrences. According to this definition, a non-isomorphic semantic equivalent is

produced in either of two cases:

(1) the source word and the target word are identical in respect of some of their senses, but not all

of them. For example, the Arabic verb . (yaksar) is fit as an equivalent of the English verb break in

almost all its senses which are related by the sense spectrum of ‘splitting in a harsh manner’; yet it is
not a correct equivalent for one of these senses — that of ‘cutting’ as it occurs in a sentence like: The

dog broke the girl’s skin, in which case the proper TL equivalent is the Arabic verb ki (yaqT®a) to cut.

(2) The source word and the target word are identical in respect of all their senses yet the target word
cannot cover all the collocational co-occurrences of the source word in one or more of these senses (in
this case, it is sufficient for a target word to cover only one contextual co-occurrence of each sense of
the source word in order to say that there is a non-isomorphic semantic equivalence between the source
word and the target word). To illustrate this case, we can return to the example of the adjective fast we

mentioned before with its three sense sub spectra of event-speed, agent-speed and patient-speed in a



sense enumerative lexicon as has been demonstrated before. We find that the English-Arabic

lexicographer and/or translator will often use one Arabic word — .~ (sari®) — to express the three
broad meanings of the English fast. It so happens that the Arabic adjective &~ has these three major
senses or, rather, sense sub spectra: Arabic native speakers say: &~ ¥ (paladin sari°un) a fast boy, <~

@~ (jaryun sari’un) fast run, s ;s (qiTarun sariun) fast train.

Yet this Arabic semantic equivalent is still non-isomorphic because it does not cover all the
contextual co-occurrences of the source word. For example fast café will not be translated into standard

Arabicas a8 (Magha sari®), because g~ does not collocate with 44SA for (coffee shop) in this

variety of the Arabic language. The translator or the lexicographer will therefore paraphrase the

English NP rendering it as: dsgJi @by il 4is (Magha lil-mashrubati-s-sari‘a) a café for fast drinks. Hits
of the Arabic monolingual corpus for this Arabic adjective tell us that ~ & magha sasi°a is mostly
used informally to mean: a high-speed cyber café!

2.2.2 Lexical-word Equivalents

The lexical-word equivalent is used in either of two cases: the first case occurs when the SW is
polysemous; here it is used either to fill in inadequate coverage gaps left by a non-isomorphic semantic
equivalent or as the sole type of equivalent when there is no semantic equivalent. The second case is
encountered when the SW is monosemous, in which case the lexical-word equivalent is naturally the

only choice available.
2.2.2.1 Lexical-word Equivalents When SW is Polysemous

When the SW is polysemous, the lexical-word equivalent is relevant only in either of two cases: (1)
when there is no semantic equivalent, isomorphic or non-isomorphic, for the source word. For
example, the English adjective fat, has two senses related by the same sense spectrum, i.e. that of size.
The first one falls within the semantic field of human body adjectives as in the nominal compound fat
man, while the second one falls within the semantic field of adjectives that describe inanimate objects
as in the nominal phrase: a fat book. In modern standard Arabic, there is no single adjective lexeme that
combines these two senses precisely and so the lexicographer finds himself forced to resort to discrete

lexical items as lexical-word equivalents in the target language: .»« (Baden), literally: large-bodied for



the first sense and o> (Dakhm), large-sized for the second.

(2) There is only a non-isomorphic semantic equivalent for the source word and so either the
semantic coverage gaps or the collocational coverage gaps have to be filled by lexical-word equivalents

in the manner described before. For example, the Arabic verb s (yashuq), literally: to split, could also

be suggested as a possible lexical-word equivalent for that sense of break uncovered by the non-

isomorphic equivalent . (yaksar), i.e. break in the sense of breaking the skin, as illustrated above in

the discussion of the non-isomorphic semantic equivalent. As for gaps resulting from the inadequacy of
collocational coverage by a non-isomorphic equivalent, such gaps are also filled by lexical-word

equivalents, as exemplified earlier.
2.2.2.2 Lexical-word Equivalents When SW is monosemous:

When the source word is monosemous, the dichotomy of the semantic equivalent and lexical-word
equivalent disappears and only the second pole of it survives — i.e. the lexical-word equivalent.
Strikingly enough, the relationship between the two poles is not one of binary opposition but rather one
of complementarity: The lexical-word equivalent, when properly employed, fills in gaps left by a non-
isomorphic semantic equivalent. For a monosemous source word, the situation is different: there is no
scope for such gaps since the source word has a single meaning and the lexical-word equivalent is the
only lexical equivalent possible. There are three cases for the lexical-word equivalent when the source
word is monosemous:

A) The lexical-word equivalent is monosemous and its meaning is identical to that of the source
word. Examples of this phenomenon abound in all language pairs and it is indeed one of the reasons
why lexical transfer between languages is possible. It can be observed among abstract lexical items as
well as concrete lexical items. Nouns indicating plants and animals in English, for example, are mostly
monosemous words for which there are equally monosemous nouns in Arabic. A word like bravery in
English has many synonymous lexical-word equivalents in Arabic, all of which are single-meaning
words.

B) The lexical-word equivalent is monosemous yet its meaning is not identical to that of the source
word. The result is that the source word meaning is acquired by the target word and added to its already

existing single meaning. For example, the Arabic noun #w.i (‘sale), which originally meant antiquity or



precedence of occurrence of something, came to acquire the meaning of ‘creative thinking” when it
was used as a translation of the English noun originality which means ‘creative thinking’ or ‘newness
based on creative thinking’. What happened is that the English source word extended the Arabic sense
spectrum of the Arabic word-equivalent so that it means also ‘precedence of thinking’, a sense

unfamiliar to the word before this translation came into existence. .

C) The lexical-word equivalent for the monosemous source word is polysemous. Here the politely
problem is transferred from the source language to the target language and in this case it ceases to be a
comparative problem of lexical equivalence between the source language and the target language, but
rather one of comprehension related only to the target language. To explain this point, let us pick an
example. The English noun science has a single meaning — i.e. that of ‘experimental study of the

natural world’. The Arabic target word ok (%ilm) has two meanings: the first one refers to knowledge in

general and the noun in this sense behaves as a deverbal noun which inherits the argument structure of

the verb from which it is derived — the Arabic verb ¢ (ya‘lam), to know. The second meaning refers to

‘experimental science’. Having selected this Arabic equivalent, it will then be the task of the
lexicographer to select from its two meanings the one which can be mapped to the source word
science — in this case the second meaning, of course — since the target language speaker certainly needs

this mapping in order to “comprehend” the meaning of the source word.

The common mistake which bilingual lexicographers inadvertently make is that they usually fail to
recognize the significance of differentiating between the semantic equivalent and the lexical-word
equivalent. They tend to introduce lexical-word equivalents for the different meanings of the source
word without making sure that there is one lexical equivalent which can be suitable as a TL semantic
equivalent to all or most of these senses, which could be the first lexical equivalent introduced. In this
way, they bar the target language from revealing its semantic richness on the one hand and a
considerable part of its expressive force is lost in the translation on the other hand, as we have seen in

the case of collapse.
2.3 Grammar and Meaning in a BD

There is a systematic relationship between meaning and grammar which affects the choice of lexical
equivalents in a BD. We will restrict the concept of grammar in this section to that common sense

found in traditional textbooks which focuses on basic syntactic and grammatical properties of words.



.Substitutability of a given TL equivalent is not a given .It depends on many factors. One of these
factors is the variability of the syntactico -semantic properties of the SI word. For example, the English
noun suicide can be countable or uncountable. The conceptual lexical equivalent of this English noun is
intiha<r, which is lexically substitutable for the SL noun only when the latter is uncountable. When
suicide behaves syntactically as a countable noun, this equivalent should be changed into ha<latu
Intiha<r, or ‘amal Intiha<ry.
The countable-uncountable alternations turn out to be responsible for many semantic alternations
between an abstract concept and an abstract entity within the same lexical unit. As an example, there is
the alternation between abortion (uncountable, abstract concept) and an abortion (particular event,
countable) .As we mentioned earlier, An English Arabic dictionary has to provide two different
equivalents for the two variants of the English noun, Ighad {for the uncountable variant and "analyst
Ighad {for the countable one. It's only when such variations show a regular, systematic pattern that
reflects on TW substitutability that they have to be tackled by a BD at all. One way to do this in a paper
dictionary is to list them as subentries under their lemmatized forms and list the lexicographical
equivalents in the opposite direction.
Shifting the focus to adjectives, we can say that, in some cases the syntactical position of the adjective
either before or after the noun can have some bearing on its semantic interpretation in a way which
affects the choice of lexical equivalents in Arabic. It should be noted first that we do not mean by the
syntactic position of adjectives those cases in which the adjectives is grammatically fixed in one
position only ,either attributively or predicatively. This having been said, we can proceed. When a
regular adjective is used attributively, its meaning may be slightly different than when it is used
predicatively after a copulative verb. For example, in 2a and 2b below

2a He is a tense person

2b H is/looks tense
It is easy to notice that tense in 2a expresses a rather stable trait in the noun described by the adjective
while in 2b it refers to a temporary state of affairs.
Generally speaking, lexical equivalents of adjectives will not be affected by their mobility.However,
when the meaning alternation resulting from this mobility is not reflected by the corresponding position
of the regular adjectival equivalent; the alternation has to be preserved in the target language with

lexical means by introducing a semantically different adjective for each position. So it seems that one



Arabic equivalent for tense in both its syntactical positions is unlikely. The Arabic adjective mutawatir
,supplied by three English-Arabic dictionaries, is a stative adjective and so will be fit to substitute for
tense in the predicative position illustrated by 2b.For the attributive position exemplified by 2a,we

suggest s.s galug ,which is an inherent adjective in Arabic and is therefore more semantically felicitous

in this position.

In order for the lexicographer to make precise predictions of this kind, he has to restrict his test criteria
to two variables only: the syntactical position of the adjective and its meaning and neutralize any other
variables that may influence his decision such as the communication situation in the texts he is
examining. .To achieve this end, test sentences of a simple structure like that of 11 and 12 above should
be gleaned out of text and analyzed.

3. Contrastive Morphological Analysis

JArabic is often described as a non-concatenative language. This is because word formation in Arabic
is based on the derivation of various morphological patterns from a single root rather than a
concatenation of affixes to a stem. Each morphological pattern reflects a set of semantic patterns. But
this does not mean that there is no affixation in Arabic morphology. In modern Arabic morphology,
concatenation and affixation play a central role in word formation and coinage in order to cope with the
terminological needs of the language in the different domains .However, progress in Arabic
morphology has been very slow and random in terms of extending the semantic applicability of already
existing morphological patterns

Such slow and random progress has had negative influence on lexical transfer from foreign languages,
especially English, into Arabic. This influence consists in using certain Arabic morphological patterns
as equivalents to some derivational patterns in English without careful study based on contrastive
analysis on the morpho-semantic level. For example, The Arabic nominal category known as
almas{dar als{ina<'i (adjectival masdar) is often used both in the translation of English “isms” and
names of sciences which end with the suffix "ics".To give but a few examples, there is Ishtra<kiya for
socialism,ma ’lumatiya and uslubyia for informatics and stylistics, respectively.

A careful contrastive analysis of the Arabic adjectival masdar and the equivalence patterns based on it
reveals that it is not an accurate choice for translating science names which end in ics.The line of
reasoning on which we base our argument is as follows. The adjectival masdar in Arabic is

semantically parallel to a relational adjective. A relational adjective is an adjective which indicates a



relation to a noun and ascribes the attributes of this noun to the noun which it qualifies. It may be used
as an inherent adjective as in mu’amala Insanyia (human treatment) and hajama<t wah{shyia (brutal
attacks) wherein the attributes of a human and those of wah{sh (brute) are ascribed to the deverbal
noun mu’amala (treatment) and the plural noun hajamat (attacks),respectively. Or it may be used to
indicate the mere existence of a relation as in I’tiba<ra<t syia<syia (political considerations), that is,
considerations related to politics. In this way this noun-related adjective in Arabic serves a twofold
function: it can be used subjectively as an inherent adjective and objectively as a relational adjective.
By analogy, the adjectival masdar can be used to do these functions nominally.; For example, The
nouns Insanyia (humaneness) ,wah{shyia (brutality) and hamajyia refer to subjective personal traits
.while uluhyia (divinity) refers to a relation as in the phrase uluhyiat al-masdar (divinity of
origin).However, the latter,relationl use of the adjectival masdar is very rare in Arabic.

In English, isms can also be used objectively as names of doctrines or subjectively to name individual
intellectual attitudes .In this way there is semantic symmetricality between the Arabic adjectival
masdar and an English ism, which makes the former a suitable pattern for translating such isms. On the
other hand, names of sciences are characterized by a neutral degree of objectivity since they refer to
disciplines of knowledge which are concerned with objective realities. .Therefore, their lexical
equivalents have to be as neutrally objective, which the adjectival masdar is not.

It is to be observed that using the adjectival masdar in the translation of names of sciences, whether
natural or human sciences, is a relatively new trend. The more established one is the use of a pluralized
relational adjective on the grounds that the noun which it qualifies is elliptically slashed. On this
assumption, a noun like riyad {yiat (mathematics) is a reduced form of umur Ryad {iya (mathematical
matters) in such a way that the plural noun umur (matters) is slashed and replaced by the plural

morpheme .1 .What has been said of mathematics can also be said of linguistics, which is often

translated as Lesanyia<t

We conclude thus far that the pluralized relational adjective is more appropriate, from the semantic
point of view, for the translation of science names since it is elliptically derived from a semantically
neutral nominal compound. The adjectival mascarpone the contrary, is less appropriate due to the fact
that it is often used to label personal traits or value-laden doctrines, which all runs counter to the
objective nature of science. Shifting the focus again to the English-Arabic BD, we find that we cannot

burden the bilingual lexicographer with finding solutions to such complicated problems in Arabic



morphology. It is the role of Arabic-language academies to solve these problems. Then, lexicologists
can receive the results of their research and use them in their arduous contrastive analysis which is
essentially related to the preparatory stage. Later on, it will be the task of lexicographers to put such
results into practical application in the compilation stage. Without parallel tagged text corpora, no such
comparative morpho-semantic analysis of the lexical categories in both languages can be hoped for.
4. Contrastive Syntactic Analysis

. In a corpus-linked bilingual dictionary syntax acquires a particular importance due to the
interdependent relationship between syntax and semantics in general. There are already many theories
which try to frame the relationship between syntax and semantics, the most important of which, in my
view, as far as bilingual lexicography is concerned, is the valency grammar theory, which was
developed by the French linguist Lucien Tesniere (1893-1954). The valency metaphor is derived from
chemistry and refers to the tendency of an atom to acquire or lose a certain number of electrons while it
forms a bond with the atom of another chemical element. In language, the atoms are the syntactic
categories and electrons are the arguments which they acquire or lose in their interaction with other
syntactic elements. Syntactic valencies represent the argument structures of the lexical items. The
syntactic valencies of a verb are the subject, object or complement arguments and those of a noun or
adjective are the phrasal complements which are attached to them and tied to their semantic

representation.

Such quantitative specification of syntactic valencies suits the segmental nature of the lexicon and
makes it easier for computers to deal with them as minimum coded units, such as V, which stands for a
univalent (i.e. intransitive) verb, Vn which stands for a bivalent verb whose argument structure consists
of a subject and a direct object, Vpr for a bivalent verb with a subject and a prepositional complement

forming its argument structure and so on.

Semantic valencies represent the semantic content of the syntactic arguments in the form of semantic
features and taxonomies,as we will see in the next section.
5. Implementation Mechanisms &the Role of Computers
In a semantically organized computerized English-Arabic dictionary, syntactic valency (SVL) is the
'blade’ whereby a lexical entry is divided into lexemes and the conceptual content of each lexeme into
lexical units. Each set of lexical units is unified by a semantic spectrum, which could be a semantic

extension, a semantic field or a cognitive metaphor. Semantic extension is a method of relating senses



of a polysemous word semantically rather than at a level of semantic organization. A set of senses
unified by semantic extension of a core concept usually have a semantic equivalent in the target
language. For example, love in the sense of ‘strong liking’ as in love of horses is a semantic extension
of the primary sense of love as ‘warm affection’. In Arabic both senses will have the semantic

equivalent <~ (Hub). Semantic field is a broad term for taxonomy, a feature or a dimension. Senses

grouped under a given syntactic valency can be divided into taxonomic subsets. For example, the noun
bed has several senses that can be divided taxonomically. The first sense is assigned the taxonomy
furniture while the other two senses are grouped by the taxonomy land surface (sea bed, bed of roses, a
bed of rock). Needless to say, it is sufficient to attach the taxonomy name to the first sense of the
subset unified by the same taxonomy. However, when a semantic extension leads to a change of
taxonomy the sense generated by extension should be assigned its own taxonomical label if it happens
to have the same semantic equivalent in the TL. As an example, the first sense of bed is semantically
extended to mean ‘a state of sleep’, as in the sentence: she put the child to bed. The latter sense has to
be assigned the taxonomy state. A semantic feature can be used to group senses in a manner which
shows a certain contrastive value. For example, the semantic feature ‘inchoative’ (i.e. gradual) can be
assigned to the first three senses of the verb decline (decrease gradually, go into a worse condition and
slope downwards). For these three senses there is an inchoative verbal equivalent in Arabic, that is, the

semantic equivalent .-y (yanHadir).

It is important to note that these levels of semantic organization are not mutually exclusive in
theory. A feature, in principle, can well be combined with a taxonomy (e.g. to narrow down its
applicability). Semantic extension, far from being a level — as we have just noted — is a technique
which can permeate all levels. The message is that we use the single semantic spectrum which is most
suitable to highlight contrastive properties of the two languages in so much as they affect our choice of
lexicographical equivalents, and not to show the semantic features of each language separately. The
taxonomy ‘decrease verbs’, for example, does not bring into focus the contrastive inchoative feature of

the English verb decline and the Arabic verb ,u~ since ‘decrease verbs’ in English and Arabic could be

inchoative or non-inchoative. This is why we use the semantic feature inchoative+ on its own for

grouping the above-mentioned senses of decline into one set, rather than the taxonomy.

Unlike a feature, a dimension represents a concept on a scale of continuous, graded properties



rather than a set of binary, discrete ones. For example, in the semantic representation of the verb
collapse as a univalent verb V, the dimension of movement grades from vertical downward movement
to vertical inward movement. Between these two dimensional spectra stands the cognitive metaphor of
falling down. A cognitive metaphor is a semantic extension of a dimension or a dimensional spectrum.
The dimension is conceptually more comprehensive than a cognitive metaphor. The latter generates

from the concept several senses on the same point of the dimensional scale.

Senses unified by a cognitive metaphor will mostly have one isomorphic semantic equivalent while
senses unified by a dimension could be covered by a non-isomorphic semantic equivalent and lexical-
word equivalents that fill the non-isomorphic gaps. In our would-be English—Arabic Bilingual
Dictionary there is a separate screen for each syntactic valency. Figures 1 and 2 show a semantic
representation of the English verb collapse as a univalent verb (V) together with its Arabic equivalents
in a linguistically-based, corpus-based and corpus-linked electronic English-Arabic dictionary. To
simulate the mouse shifts in the original prototype, the V screen of collapse is split here into two

screens.

o1 [Le ]
Qertical movement (downward

1- Fall down

L Metaphoric extension

1- Fall down and become ill

2- Fail suddenly and completely
3- Be defeated

4- Decrease suddenly

D2

Vertical movement (inward)
1- Be folded for space

2- Fall inwards (blood vessel)

Fig 1: Dimension 1 (D1) of collapse-V (encircled): downward vertical movement

The first text box to the left in Fig 1 shows the first dimension of the verb collapse, which covers



the concrete concept of falling down and is metaphorically extended to cover four other related senses,
all of which are linked in the data set to their relevant semantic equivalents as shown in the first list box
to the left (where LE stands for Lexicographical Equivalent). The next list box shows the type of
equivalent. Abso stands for absolute equivalent, i.e. an equivalent which covers a great number of
contexts; Part is short for partial equivalent, i.e. an equivalent which covers a limited number of

contexts. The partial equivalent 14 is linked to a special grammatical feature in the third list box

which specifies that it can be used only as an equivalent of the source verb when the latter occurs in a

progressive aspect. This is because s is an inchoative verb while collapse is a terminative verb and

S0 it cannot be an equivalent for it when it occurs in the past or present simple tenses.

D1 LE Type Grammar
Vertical movement (downward) Sohi- 1 Lword
1- Fall down uaskiy- 2 Lword
Metaphoric

1- Fall down and becomeiill
2- Fail suddenly and completely
3- Be defeated

4- Decrease suddenly

D2

ertical movement (inward

1- Be folded for space

2- Fall inwards (blood vessel) Corpus

Exit

il

Fig 2: Dimension 2 (D2) of collapse -V: Vertical inward movement.

Fig 2 shows the second dimensional spectrum D2 which relates to downward vertical movement. It
covers two senses which are completely different in meaning and register yet are related by the same
dimension. They are linked to two different lexical-word equivalents in the second list box. L-word in

the type box stands for Lexical-word equivalent.

To link a bilingual corpus properly to the bilingual database we need to build a bilingual semantic



concordance (BSC). A semantic concordance (SC) is defined by Miller et al (1993, 303) as "a textual
corpus and a lexicon so combined that every substantive word in the text is linked to its appropriate
sense in the lexicon". A bilingual semantic concordance can then be defined as "a bilingual textual
corpus and a lexicon so combined that every substantive word in the SL text is linked to its appropriate

sense in the SL lexicon and its TL equivalents in the parallel corpus and the TL lexicon"

Building a BSC as such from scratch is both costly and time-consuming. Using commercially-
available tools will make our job much easier and more cost-effective. These tools are: a bilingual
machine-readable dictionary, a part-of-speech-tagged bilingual corpus and a grammatically annotated

computerized English dictionary.

Syntactic categories and their valencies in the form of V, Vpr, Adj:pr, V.to.inf ..etc can be extracted
from an English electronic dictionary which has such tags for each lexical unit. Then they can be
mapped manually to their lexicographical equivalents in the Bilingual Dictionary. The syntactic tags of
the part-of-speech tagger are also to be mapped to the part of speech tags of the English lexicon (V, adj,
N etc). In this way we can build a crude English parser which we can use to do an automatic syntactic
tagging of the corpus texts. Then human syntactic and semantic taggers will have to improve
automation results by manual bootstrapping. This will involve correcting errors of automatic syntactic
tagging by linking corpus lexemes to their correct syntactical valencies provided by the SL lexicon. It
will involve also semantic tagging of corpus words by linking them to their proper senses of the
lexicon. Thanks to the close relationship between semantics and syntax, we assume that most of the
words that were correctly syntactically tagged by the parser are also semantically tagged in a correct
way. Of course if we had a semantically disambiguated parser, this would save a lot of manual tagging.
Finally the Arabic hits in the TL side of the bilingual corpus will appear with the SVL-linked
lexicographical equivalents. Now that the bilingual corpus has been linked to a bilingual dictionary, the
lexicographer becomes_ready to embark on his arduous task of compiling his own linguistically-based,
corpus-based bilingual dictionary. Among the myriad tasks he will have to undertake is that of
updating the lexicographical equivalents of the traditional Bilingual Dictionary, classifying them

semantically and adding new ones based on extensive corpus research.

Conclusion
The formulation of a linguistic framework as well as an empirical model for a corpus-based English

Arabic electronic database is not a luxury with which we can afford to dispense. Rather it is an



exigency dictated by an increasingly globalized world in which cultural contact and linguistic pluralism
are the norm rather than the exception. The major points which we need to re-emphasize in conclusion
are: First, the importance of selecting a computationally-tractable model for a monolingual dictionary
to be used as an input for the bilingual dictionary. Second, the need to focus on the semantic expansion
of the Arabic lexicon not just its the lexical word power so as to provide the lexicographer with a
repertoire of word-senses that ultimately extend the applicability of already existing lexemes. This can
be achieved through compiling an Arabic dictionary in which semantic generation is based on
extensive corpus-based analysis not just on the intuitions of lexicographers._Third, the integrational
approach to the BD suggested by the author cannot be achieved without a parallel computationally
integrative approach. Such an approach certainly draws heavily on state-of-the-art techniques in
Natural Language Processing and data mining as well as the traditional interface-oriented software
mechanisms in revolutionizing the content and structure of the Electronic BD. In this way it exacts a
radical change in the non-linguistically -minded interface culture propagated by current computerized
BDs.
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Abstract

A hybrid system for automatic Arabic diacritization for the raw Arabic text is introduced here.
The system consists of two layers; the first layer deals with the complete form of the Arabic words
based on the m-gram technique and A" search. If the word is out of vocabulary then we back off
to the second layer. The second layer is a complete system (based also on m-gram and A" search)
that deals with the word factorization by factorizing the word into lexemes (prefix, root, form and
suffix). The second layer has the advantage of coverage but suffers from relatively low accuracy
especially for the syntactical diacritization. The accuracy of the hybrid system is much better than
any of the two systems. The errors of the factorized system are (7.8% for the morphological
diacritization and 32.5% for the syntactic diacritization). The errors of the hybrid system are
(3.6% for the morphological diacritization, and 13% for the syntactic diacritization). The fully
diacritized words are only available in certain domain so we studied the effect on this domain
and others.

1. Introduction

Automatic words diacritization is one of the NLP challenges in the languages that have diacritics
especially in Arabic since the change of one diacritic can change the meaning completely (e.g. :s,

has the meaning of foot but ;45 has the meaning of man). Automatic words diacritization is

important for Text-To-Speech (TTS), Word sense disambiguation, Machine translation, and Part-
of-Speech tagging (PoS-tagging) applications [2]. The main challenge in Arabic is its rich
derivative and inflective nature, so it is very difficult to build a complete vocabulary that can
cover all possible words. The importance of language factorization gets more and more crucial as
the vocabulary of the subject language gets richer [2]. In fact, while Arabic is on the extreme of
richness as per its vocabulary when regarded as full-form words, this language is also on the
extreme of compactness of atomic building entities due to its very systematic and rich derivative
and inflective nature [1], [2], [5], [7], [13]. But the main problem of dealing with the language in
the factorization form is that it has moderate performance (accuracy) with the need of fully POS
annotated training data (costly data); while the problem of unfactorizing systems is the low
coverage ratio of the language [6], [7]. So, the represented system here is a hybrid system
between the factorizing and unfactorizing systems to achieve both the highest probability
estimation through the unfactorizing system and the highest coverage ratio through the factorizing
system. Section two will discuss the factorizing system. Section three will discuss the hybrid
system. Section four will discuss the word diacritics disambiguation in both techniques. Section
five will represent the experimental results and the evaluation, and finally section six will be the
conclusion.


http://www.rdi-eg.com/
mailto:%7B%20Mohsen_Rashwan,%20Mohammed.Badrashiny,%20m_Atteya%20%7D@RDI-eg.co

2. Arabic factorizing system

The Arabic word has two types of diacritizations (morphological and syntactical). The
morphological diacritization is affecting the meaning of the word (e.g. i, has the meaning of foot

but 55 has the meaning of man) while the syntactical diacritization is affecting the syntactic
meaning of the word (e.g. is it a subject :125? or an objective /25). In Figure 1 below the input

Arabic text is sent to the Arabic Lexical Analyzer to hopefully get the most likely morphological
diacritization, and morphemes sequence.

From Arabic morphemes, an Arabic PoS Tagger is needed to extract the Arabic PoS-tags, and
then a trained statistical Arabic Syntactic Diacritizer is deployed to infer the most likely syntactic
diacritization to complement the lexical diacritization of the input text [2].

Input Plain Arabic Text

Arabic

M-grams Morphological
likelihood Analyser
estimator
Arabic Morphemes
A* Searcher

&
Morphological Diacritics,

Morphemes
language
model

v
Arabic POS

Tagger POS Tags

Syntactic
Arabic POS Tags

Diacritics
language
| Arabic Syntactic
Diacritizer

model

Output fully
Diacritized Arabic
Text

Figure 1: The factorizing system architecture for Arabic diacritization.
2.1. Morphological model: [2], [5]

Due to the highly derivative and inflective nature of the Arabic language, it is much more
comprehensive, effective, and economic to deal with its compact set of basic building entities; i.e.
morphemes, than its unmanageably huge generable vocabulary. Following that morpheme-based
approach, the canonical lexical structure of any Arabic word w has been formulated as a
quadruple;

weg:(t: p,r,f,s) _ (1)

Where t is Type Code (with possible types are Regular Derivative, Irregular Derivative, Fixed,
Arabized), p is Prefix Code, r is Root Code, f is Pattern Code, and s is Suffix Code.

Table 1 below shows this model in application on few sample Arabic words.



Sample Prefix &| Root & |Pattern & |Suffix &
worF:JI Type Prefix | Root | Pattern | Suffix
Code | Code Code Code
i Re.gulgr i cwd J ol
~ | Derivative 9 3354 684 27
e Re.gulz.;lr I tde Jas £
" |Derivative 9 2754 842 28
: Fixed - o > -
- 0 63 118 0
» Regular - ¢ o Jeslin -
& | Derivative 0 4339 93 0

Table 1: Canonical lexical structure of sample words.

2.2. Syntactical model:

The syntactical diacritization in this model is depending on the PoS-tagging. But composing
Arabic PoS-tags set necessitates scanning the lexico-syntactic features of each possible word of
the Arabic vocabulary which is apparently infeasible. Instead, thanks for the morpheme-based
approach, the features of each morpheme in the relatively compact knowledge base have been
scanned, then digested through several iterations of decimation into a non redundant compact
Arabic PoS-tags set [2], [3].

During that scanning process the following criteria has been adhered to:

1- All the existing lexico-syntactic features must be named and registered, which aims to
the completeness of the resulting PoS-tags set.

2- All the named and registered features must be atomic, which aims to compactness and
avoids redundancy in the resulting tags set. This in turn is vital for the effectiveness of
the based upon PoS-tagging process - which is essentially an abstraction process - and
all higher processing layers as well.

3- All the named and registered features can be ensured upon the PoS labeling of the
morphemes in our Arabic lexical knowledge base.

The total size of the PoS-tags set is 62 tags [2], [3].

3. Arabic hybrid system

In this system we depend on the full form of the word (i.e. with its all diacritics either the
morphological diacritics or the syntactical diacritics) to build an m-grams language model during
the offline phase to be used in the probability estimation of the words during the runtime phase to
find the most relevant diacritics for the words.

The system architecture of the hybrid system is shown in Figure 2. During the offline phase the
training data is passed to the “Dictionary builder” module to collect all unique words from the
text to build the language dictionary and also to give an index to each unique word. We have to
note here that the word is considered unique if it has any difference from its similar word (e.g. 5

and 5 are two unique words). After the dictionary is built the training data is then passed to the

“Text to index converter” module that uses the already built dictionary to give an index for each
word in the training data in order to decrease the memory usage and to ease the process of words
counting. Now the converted data is passed to the “Words m-grams language model builder”
module to build a statistical language model that will be used in probability estimation after that
[2], [41. [81, [9], [10], [11]. So at the end of the offline phase we have a dictionary that carries the



unique words and their indices and we have the statistical language model that will be used for
the probability estimation.
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Figure 2: The hybrid system architecture for Arabic diacritization.

In the runtime phase the input text is passed to the “Word analyzer and segmentor” module that
uses the dictionary to get all possible analyses for the given word (e.g. the analyses of :5 is i5, &5,

and s%). If the word is not found in the dictionary the module separates the phrase into an

analyzable segment and an unanalyzable segment (see Figure 3). The analyzable segment is then
passed to the “words disambiguator” module that generates the solution trellis for the given
analyses (see Figure 4) [2], [4], [8], [9], [10], [11]. Then using the A" search algorithm [2], [9],
the most relevant solution according to the given statistical language model is generated. The
analyzable segment is diacritized using the 3-gram language model and A" search. We apply the
back-off technique on the unanalyzable segment but since the two segments (the analyzable and
the unanalyzable segments) were originally from the same sentence, we send the output from the
“words disambiguator” module (the unanalyzable segment) to the “factorizing disambiguator
system” module. The solution of the analyzable segment that came from the “words
disambiguator” module will be used to help the “factorizing disambiguator system” module to
find the most relevant solution for the unanalyzable segment according to the solution of the
analyzable segment.
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Figure 3: phrase segmentation process.
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Figure 4: The input sequence W and the solution trellis of possible analyses (a1, @z, ..., a).
4. Word diacritics disambiguation

This section will discuss the diacritics disambiguation technique in both the factorizing and the
unfactorizing systems.

In both systems the main idea is to build an m-gram model for the entity that is required to be
disambiguated (the full form word in the case of the unfactorizing system and the morphemes &
the Pos-tags in the case of the factorizing system).

4.1. Disambiguation problem in the factorizing system

As mentioned in section two the Arabic word has two types of diacritization (morphological and
syntactical). The same word structure (i.e. the same letters) has more than one morphological
analysis that is required to be disambiguated. The morphologically diacritized word has more
than one syntactical diacritics that are also required to be disambiguated. So the word
diacritization is done in two levels: The first one is morphological diacritization disambiguation
and the second one is syntactical diacritization disambiguation for the morphologically
disambiguated word.

Table 2 below, shows an example for the possible morphological and syntactical analysis for an
Arabic word “oLs”,



SusS

Possible morphological | Corresponding| Possible

analyses morphological | syntactical

t p|lr|fls diacritics diacritics
e . S
o oo | @ s i
kil L)
45505 . ;A;L';(J’\
N IR g R ] _
ki L)
a5a , &)
o e |os ] @ B T
ks L)
25505 e ;A;LE_}Q:\
N IR g R r] _
ki L)

Table 2: Example for morphological and syntactical analyses.

4.2. Disambiguation problem in the unfactorizing system

In the unfactorizing system the word is completely diacritized (morphologically and
syntactically) at the same time so the same word has more than one complete diacritization that is
required to be disambiguated.

‘”'

Table 3 below shows an example for the possible diacritization for an Arabic word “Lts]

The word Possible
diacritization

BTy

s

g;\;\f.(i\

SLLS) Lo
< v

L)

g;\;\f:d\

L)

Table 3: Example for word analyses.

4.3. Disambiguation technique

The example in Table 2 and Table 3 shows the possible diacritics of the word when the word is
not in a context, but when the word becomes in a certain context it will give a higher probability
to one solution over the others.

One of the effective techniques widely adopted today, namely “Bayes’, Good-Turing Discount,
and Back-Off” which is used here to estimate the most likely solution [2], [9].

Searching for the best path (the best sequence of analysis) through the solution space can easily
be perceived as a tree search problem. Obviously, exhaustive search methods through this tree are
infeasible due to its exponential complexity.

Fortunately, the well known best-first strategy can be employed that a list of open nodes (that are
candidates of expansion on the next step) is maintained while the search, and the node to be



expanded next, is the one that maximizes some likelihood function. So the A" search algorithm is
applied here.

5. Results and evaluation

5.1. Data Base description:
e The training data we have consists of two parts:

a. 800K words fully diacritized and fully POS tagged data. About 500k words of this
800k words is the NEMLAR annotated data [12] sold in ELDA (www.elda.org).
This piece of data is mostly news domain. And the remaining part, from the
internal RDI data, is mostly religious domain.

b. About 2.5M words that are fully diacritized but they are not POS tagged. This data
is totally religious domain.

o The test data consists of 11,079 words that are fully diacritized and fully POS tagged.
This data consists of:

a. 5422 words of religious domain.
b. 3424 words news domain.
c. 2233 words other different domains (science, sports, social, .. etc.).

o We calculated all our results by automatically matching between the results and the
annotated test data. A check by human (linguist) was done to verify the results. The role
of the linguist is just to be sure that the errors assigned by the automatic tool are correctly
assigned the error (the mismatch of the automatic diacritics versus the previously
annotated data) as morphological or syntactic. However, neither the human nor the
automatic tool allow for the possibility of having more than one correct solution.

¢ We have designed many experiments by dividing the test data into 3 sets (Religious,
News, and total) and three sizes of training data: the 800K only, the 800k + 1.2M words
(fully diacritized but not POS tagged, religious domain), and 800k+ 2.5M words (fully
diacritized but not POS tagged, religious domain).

e It is to be noted that the factorizing system needs fully annotated (POS tagging) data and
cannot benefit from the only diacritized data.

e The factorizing system uses 10-gram with the A" search. The unfactorizing (UF) word
analysis in the hybrid system uses 3-gram with A" search.

5.2. Results:

We have run few experiments. Each experiment will be described below with its motivation and
results. Conclusions will be deducted from each experiment.

Experiment 1:

Motivation: we like to test the concept of the hybrid system versus the factorizing one.


http://www.elda.org/

We have already built a complete system based on factorizing the Arabic word. The results of
this system were good in the morphological diacritization but not good at all for the
syntactical diacritization. Table 4 shows the comparative results for the two systems.

These conclusions could be deducted from this experiment:

The two systems have better performance with the increase of the data when we
look to the morphological diacritization.

The factorizing system did not improve with the syntactical diacritization even
when we increased the size of the training data.

The hybrid system outperforms the factorizing system in all the cases. The
performance was much better in case of the syntactical diacritization. The hybrid
system did improve with the increase of the training data.

From our previous experience, there is always more than one solution in some
words in both morphological and syntactical diacritization. We did not make this
kind of revision for the results because this is a very time consuming process, and
there is a good possibility to have this advantage for the two systems. This explains
the difference between the results that is reported here and in other references for
our factorized system [2] (the reported results were about 5% for our factorized
system). Listening experiments confirms the superiority of the hybrid system over
the factorizing one alone. (This site contains some TTS samples for the two
systems http://www.RDI-eq.com/RDI/TTS-Samples).

training | Morphological Errors Syntactical Errors
Data Factorizing | Hybrid | Factorizing | Hybrid
size system system system system
128k 11.6% 9.2% 30.7% 21%
256k 12.1% 7.9% 29.9% 18.7%
512k 10.1% 6.5% 30.9% 16.8%
800k 7.8% 7% 32.7% 16%

Table 4: the comparative results for the factorizing and the hybrid systems

Experiment 2

Motivation: from the last experiment we noticed that the performance is affected by the
OOV percentage, so we have shown the performance of systems versus the OOV for the
different domains.

From Table 5 we can deduce that:

There is a clear correlation between better results and lower OOV.

If we imagine that we could get enough diacritized data with negligible OOV
(which might not be easy, but we like to predict the asymptotic performance of
the system), the results will approach 1.5% (or a little less) morphological
diacritization errors and 5% syntactical diacritization errors. (The performance of
the unfactorized for the seen vocabulary only).

The OOV could be considered a good reference for the unfactorized system
performance; i.e. if we build a system that diacritize the complete words directly


http://www.rdi-eg.com/RDI/TTS-

without any need to back off to the factorizing system, the errors of this system is
partially from the OOV (the higher percentage) and from the internal errors for

the seen vocabulary.

Morphological Errors Syntactical Errors
training Unfactorizing Unfactorizing
Data ooV Test déta system Hybrid system Hybrid
. domain
size (seen system (seen system
vocabulary) vocabulary)
800k | 13.3% |  clgious 1.8% 3.7% 5.5% 11.3%
. domain
2 5M 17.9% | News domain 1.1% 3.7% 5% 15.6%
' 13.7% Total 1.5% 3.6% 4.9% 13.4%

Table 5: studying the effect of the OOV on different domains

Testing the systems performance:

We have recorded the memory (for the language models) and the processing time needed for each
system to evaluate the cost of the gain in results shown above.

e As shown in Table 6, there is some increase in the memory for the hybrid system
compared to the factorizing one. The more data used by the hybrid system the more
memory size is needed. The size of the memory increases linearly with the increase of the
data size. This increase of the required memory is not that serious with nowadays
computer resources. It is worth mentioning that the OOV percentage is decreasing by the
increasing of the training data. The size of the dictionary formulated for the language
model is shown in Table 6; it is clear that it is far from saturation.

training Dictionary size 00V Language model size (byte)

Data size (words) Factorizing | Unfactorizing | Hybrid
system system system

64k 21k 37.4% 15.7M 2.3M 18M
128k 34. 8k 32.5% 33.3M 4M 37.3M
256k 60.5k 26.2% 60.3 M 8M 68.3M
512k 97.4k 21.8% 113M 157 M 128.7M
800k 136.6k 20.1% 167M 242 M 191.2M
800k+1.2M 216.8k 15.8% 167M 46.3 M 213.3M
800k+2.5M 260.9k 13.7% 167M 60 M 227TM

Table 6: studying the effect of the increase of the
training data on the dictionary, the OOV, and the
memory size.

« Regarding the time needed by the two systems; the hybrid system outperforms the
factorizing system considerably. This is noticed in all the experiments; however we
recorded one of these experiments as shown in Table 7. Our explanation for that is as
follows: The hybrid system uses the unfactorized words which form a more compact set
for the A" search than the factorizing system.



Testing time(min.)

(11079 words)
training . .
Data size Factorizing system | Hybrid system
800k 215 9.7

Table 7: studying the time consumption by the factorizing and the hybrid systems

e It is worth mentioning that the system is built to allow the linguists, after analyzing the
errors, to suggest rules from their experiences to help reducing the whole system errors to
a minimum without any need to increase the resources needed (training data, memory,
and with negligible increase in the processing time).  This is the future work for the
hybrid system.

6. Conclusion

It is clear from the above analysis that the hybrid system outperforms the factorizing alone in both
the accuracy and the processing time with relatively little increase in the memory needed for the
language models.
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Abstract

This paper presents dictionary-graph based Word Sense Disambiguation in Machine
Translation system which translates Arabic Noun Phrase into English. This system uses Arabic-
English dictionary and monolingual corpus of the target language to solve the ambiguity in the
translation process. The bi-grams of the target language monolingual corpus was first computed
and then was used with Viterbi search algorithm to find the appropriate translation of the Arabic
Noun Phrase. This work compares the results of bi-gram with Simple Interpolation Smoothing as
a baseline with the results of five methods of statistical measures of association which is used to
rank bi-grams. The experiments show an improvement in accuracy when using the methods of

statistical measures of association. The experiments are discussed with its results.

Keywords: Word Sense Disambiguation, Machine Translation, Arabic Noun Phrase

Monolingual corpus.
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l. Introduction

Translation of Arabic sentences is a difficult task. The Arabic sentence is complex and
syntactically ambiguous due to the frequent usage of grammatical relations, order of words and
phrases, conjunctions, and other constructions. One of the most difficult problems in developing
high-accuracy translation systems for Arabic is the predominance of non-diacritized text material.
The absence of diacritics, which represent most vowels, in the written text creates ambiguity
which hinders the development of Arabic natural language processing applications such as
Machine Translation (MT). Consequently, most of the researches in Arabic (MT) mainly
concentrated on the translation from English to Arabic. Word Sense Disambiguation (WSD) in
(MT) is required to carry out the lexical choice in the case of semantic ambiguity during the
translation, i.e., the choice for the most appropriate translation for a source language word when
the target language offers more than one option, with different meanings, but the same part-of-
speech.

WSD approaches are classified into supervised, dictionary based and unsupervised
approaches [1]. The distinction is that with supervised approaches we know the actual status
(here, sense label) for each piece of data on which we train, whereas with unsupervised
approaches we do not know the classification of the data in the training sample. Because the
production of labeled training data is expensive, people will often want to be able to learn from
unlabeled data but will try to give their algorithms a head start by making use of various
knowledge sources, such as dictionaries, and preprocessed bilingual or monolingual corpus.
Dictionary-based approaches rely on the definition of senses in dictionaries and thesauri. Most
WSD approaches disambiguate each word in isolation. Graph-based WSD is one of unsupervised
approaches which connects words in a sentence to solve disambiguation. Graph is a natural way
to capture connections between entities.

This paper investigates a dictionary-graph based approach which based on translations in

a second-language corpus. The second language here is the target language of an Arabic-English



translation system. Viterbi algorithm is used to search the graph of all possible translation words
to find an appropriate translation of the input Arabic NP. This investigation is part of an on-going
MT system, which uses minimal resources for both the source and the target language to translate

Arabic NP into English. Figurel shows the structure of the translation system.
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Text
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Morphological & Source Arabic
Syntax Analysis & Language Dictionary
NPs Extraction " Aanabimin

Arabic NPs|Parsing Trees
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Arabic-English S?l_urce :—O Avrabic-English
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Figure 1 the architecture of the Arabic to English MT system
The system consists of three components: Source Language Analysis, Source to Target Transfer,
and Target Language Generation. The WSD approach is part of the third component of the
translation system.
The rest of the paper is structured as follows. In, Section Il, we present an overview of
the related works. Section Ill we describe our disambiguation approach. In Section V, we
describe our experiments and results, In Section 1V, we give some concluding remarks and future

directions.



Il. Related work

Usually, the larger the available training corpus, the better the performance of a
translation system. Whereas the task of finding appropriate monolingual text for the language
model is not considered as difficult, acquisition of a large high-quality bilingual parallel text for
the desired domain and language pair requires a lot of time and effort, and for some language
pairs is not even possible. In addition, small corpora have certain advantages: the possibility of
manual creation of the corpus, possible manual corrections of automatically collected corpus, low
memory and time requirements for the training of a translation system, etc. Therefore, the
strategies for exploiting limited amounts of bilingual data are receiving more and more attention.
Statistical machine translation of Spanish-English and Serbian-English language pairs were
investigated in [9]. They used sparse training data in translation process. The morpho-syntactic
transformations have been implemented as a preprocessing step, therefore modifications of the
training or search procedure were not necessary.

For MT purposes, however, the context may include the translation in the target
language, i.e., words in the text which have already been translated. Although intuitively
plausible, this strategy has not been explored specifically for WSD. On the other hand, some
related approaches have exploited similar strategies for other purposes. For example, some
approaches for MT which are similar to ours, make use of the words which have already been
translated as context, implicitly accomplishing basic WSD during the translation process [3].

[8] investigated the sense inventory discrepancies for English-Italian,[10] for English-Hungarian,
[12] for English-Hindi, and [7] for English-Portuguese. They show that there is not a one-to-one
relation between the number of senses in the source language and their translations into another
language. More specifically, they show that many source language senses are translated into a
unique target language word, while some senses need to be split into different translations,

conveying sense distinctions that only exist in the target language.



Some approaches for monolingual WSD use techniques to gather co-occurrence evidence
from bilingual corpus in order either to carry out WSD [14] ,[7], or to create monolingual sense
tagged corpora [4]. Other monolingual related approaches somehow explore the already
disambiguated or unambiguous words by taking into account the senses of the other words in the
sentence in order to disambiguate a given word [11], [2],and [5].

I11. Disambiguation Approach

Disambiguation in MT aims to select the correct translation in the target language for an
ambiguous item in the source language, based on its context in the translation unit. The proposed
system is a dictionary-graph based approach which is a combination of dictionary-based and
graph-based WSD approaches. It makes use of words which have already been translated as
context, implicitly accomplishing basic WSD during the translation process. It uses a one to many
Arabic-English dictionary which gives all possible translation for each word in the input Arabic
NP. Statistical analysis of the target language corpus is used to get the bi-grams of the words of
the English corpus. In order to solve the ambiguity in the translation of the Arabic NP , the
translation system identify the ambiguous words and use the viterbi search algorithm to find the
appropriate translation of the Arabic words to generate the target English NP. Section 1 describes
the dictionary-based approach which is used. Section 2 discusses the graph-based approach.

1 Disambiguation based on translations in a second-language corpus.

The Disambiguation based on translations in a second-language corpus is one of
dictionary-based WSD approach[1]. The basic idea of this approach is best explained with the
example in tablel.

Tablel How to disambiguate interest using a second-language corpus.

Sensel Sense2
Definition legal share Attention, comcern
Translation Beteiligung Interesse

English Collocation | Acquired an interest show interest

Translation Beteiligung erwerben | Interesse zeigen




English word interest has two senses with two different translations in German. Sense 1
translation is Beteiligung and Sense 2 translation is Interesse. Suppose interest is used in the
phrase showed interest. The German translation of show, ‘zeigen,” will only occur with Interesse
since “legal shares” are usually not shown. We can conclude that interest in the phrase to show
interest belongs to the sense attention, concern. On the other hand, the only frequently occurring
translation of the phrase Acquired an interest is eine erwerben Beteiligung, since interest in the
sense ‘attention, concern’ is not usually acquired. This tells us that a use of interest as the object
of acquire corresponds to the second sense, “legal share”. A simple implementation of this idea is
shown in [1] as:

1. Comment: Given: a context ¢ in which w occurs in relation R(w,v)
2. for all senses sk of w do

3. score(sk)=|{c e S|IW e T (sk),v'e r(v) : R(W'V') e c}|

4. end

5. choose s’ = argmax ,, score(sk)

For the above example the relation R is ‘is-object-of” and the goal would be to disambiguate
interest in R (interest, show). To do this, we count the number of times that translations of the two
senses of interest occur with translations of show in the second language corpus. The bi-gram of
R(Interesse, zeigen) would be higher than the bi-gram of R (Beteiligung, zeigen), so we would
choose the sense ‘attention, concern,’ corresponding to Interesse.

2 Graph-based WSD.

Graph-based WSD was introduced in [15].The goal of graph-based approach to WSD is
to utilize relations between senses of various words that represented in a graph. Given a sequence
of words W = {w1,...,wn},and a set of admissible labels Lwi ={ %i,...., I""Ii }. These words
and labels are defined in a weighted graph G(V,E) such that V is the set of nodes in the graph,

where each node corresponds to a word/label assignment Iy and E is the set of weighted edges



that capture dependencies between labels. These weights in our approach are the bi-grams of each

two consecutive words. Figure2 shows an example of constructed graph.

3 | 13 134 3
R
2 | 1 3 1 3 ( | 3
15 W w, | W
11 13 130 3
5 % R
W W, W, w,

Figure2 shows Example of Constructed Graph
This method disambiguates the words by computing the most likely sequence of words
that gives the maximum probability. Viterbi algorithm is a technique which efficiently computes

the most likely state sequence [1]. Viterbi algorithm for finding optimal sequence of senses

described in [18] as:

function VITERBI(observations of len T,state-graph) returns best-path

num-states«—NUM-OF-STATES(state-graph)
Create a path probability matrix viterbi[num-states+2,T+2]
viterbi[0,0]«— 1.0
for each time step t from 1 to T do
for each state s from 1 to num-states do

viterbi[s,t] <~ max [viterbi[s',t —1]*a . ]*b, (0,)

1<s'<num-states

back — pointer[s,t] «<— argmax [viterb{s',t —1]*a, ]

1<s'<num-states

Backtrace from highest probability state in final column of viterbi[] and return path

Given a graph of nodes and weighted edges the algorithm returns the state-path through the graph
which assigns maximum likelihood to the observation sequence. a[s’, s] is the transition
probability from previous state s’ to current state s, and bs(o; ) is the observation likelihood of s

given o; . Note that states 0 and N+1 are non-emitting start and end states.



IV. Experiments and Results

A combination of Brown and English Treebank corpus which are available in the Natural
Language Toolkit (NLTK) [17] is used as a target language corpus. A corpus of about 1 million
words are used and analyzed statistically to get the bi-grams of the words of the corpus. We used
the Ngram Statistical Package (NSP) [16]. This package is a set of perl programs that analyze
Ngrams in text files. One of these programs takes as input a list of Ngrams with their frequencies
and runs a user-selected statistical measure of association to compute a "score” for each Ngram.
The Ngrams, along with their scores, are output in descending order of this score. The statistical
score computed for each Ngram can be used to decide whether or not there is enough evidence to
reject the null hypothesis (that the Ngram is not a collocation) for that Ngram.
The statistical measures of association (SMA) which provided are: dice, log-likelihood , mutual
information, t-score, and the left-fisher test of associativity.

Table2 the accuracy of the statistical measures of association method.

) Bi-gram ) Log- Mutual )
Corpus size ) Dice o ) ) T-score | Left-Fisher
baseline likelihood | information
53649 words 54.9% | 55.4% 55.4% 54.9% 55.4% 55.4%
138205 words 57.3% | 56.6% 57.3% 55.9% 57.3% 56.6%
1171868 words 60.1% | 63.8% 63.4% 62.0% 62.9% 62.0%

Automatic evaluation systems are often criticized for not capturing linguistic subtleties.
This is clearly apparent in the field’s moving back toward using human evaluation metrics. We
conducted a human evaluation of nouns and adjectives realization in a document contained 190
noun phrases. These noun phrases consist of 969 words from them 213 words are ambiguous. We
compared bi-gram with Simple Interpolation Smoothing as a baseline with five bi-gram scoring
methods, dice, log-likelihood, mutual information, t-score, and the left-fisher test of associativity.
The evaluation was conducted using one bilingual Arabic-English speaker (native Arabic, almost

native English). The task is to determine for every ambiguous word that appears in the Arabic



input NP whether it is realized or not in the English translation with the correct sense. The results
are presented in Table 2 .

The results show that the accuracy in WSD increases with the incensement of the corpus
size in all methods. This means that the size of corpus is a very important factor. The results of
SMA was better than the results of bi-gram only. Dice method shows the higher accuracy in the
final experiments.

V. Conclusion and Future Work

In this paper we defined a dictionary-graph based Word Sense Disambiguation approach
whish is uses in a Machine Translation system that translates Arabic Noun Phrase into English.
This approach makes use of words which have already been translated as context, implicitly
accomplishing WSD during the translation process. Virirbi search algorithm was used to get the
appropriate translation of the input Arabic NP.

We compared the results of bi-gram with Simple Interpolation Smoothing as a baseline
with five bi-gram scoring methods, dice, log-likelihood, mutual information, t-score, and the left-
fisher test of associativity. Manual evaluation of 213 ambiguous words in 190 NPs was
accomplished for all scoring methods.We fined that the accuracy of all methods increased when
the size of the corpus increased. The final experiment with the largest corpus showed that dice
method is the statistical measures of association method which gave the highest accuracy. It
improved the WSD accuracy by 3.6%.

To improve the translation process in future work we need larger corpus. Using the
morphological features with the translated words may also improve the out put.An interesting
guestion is whether these results will improved if similarity between words is used in stead of bi-
gram and statistical approaches. In the forthcoming work we will investigate their validity in
Word-Net Similarity modules. The complete translation system will be accomplished and

evaluated using automated evaluation metrics like BLEU [6] and NIST [13].
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Designing and Implementing Arabic Sign Language (ArSL) for Deaf Peoples
Hassanin M. Al-Barhamtoshy, Sami M. Halawani and Sakher F. Ghanem
King Abdel Aziz University, Jeddah, Saudi Arabia

Abstract

The purpose of this paper is to design and implement a signed model to understand and deal with
those individuals, who are deaf. Therefore, one of the important point to use this paper is to
develop dictionaries (Arabic to Sign), and the representation of information to understand the
words automatically as the key to resolving many issues of deaf peoples. Consequently, the
paper will present an interactive software, using avatars (3D character module), to process and
translate free Arabic words/sentences to Arabic Sign Language (ArSL). The ArSL is a visual
natural language model to be used by many deaf people in Arabic countries. Such natural
language is based on morphological, and partially syntactic and semantic analysis.

A Prototype for teaching Arabic numerals, basic mathematical operations, some basic words and
Arabic text translation to Arabic sign language will be designed, developed and tested on deaf
students. This paper could be valuable, as a teaching tool, by increasing: (1) the opportunity for
deaf children to learn Arabic numbers and letters via interactive media; (2) the effectiveness of
ArSL teachers.

Consequently, facilitating communication with deaf people, using Computer Technology is the
main goal of this paper and it is necessary to give deaf people some of their rights in their
society.

1 Introduction

Sign languages can be recognized into four elements [Abdel-Fattah, 2005]: Hand shape
(Configuration of hands), Position of hand with body, Hand movement, and Non-manual
features (face, mouth and tongue).

Due to the specialty and variety of Arabic languages, additional feature be included: Time,
tense and duration of verbs (past, present, and imperative), Gender (male, female, and neutral),
and Number (single, double, and plural). Consequently, these additional features must be
considered during the design and the implementation of the proposed model.

This research describes a system for generating natural-language sentences from syntax and lexical
structures, taken into our point of view an internal (or interlingual) representation. Such model will be
developed as part of an English-Arabic Machine Translation (MT) system; however, it is designed to be
used for many other MT language pairs and natural language applications.

The following subsections introduce to the previous works in sign languages. Therefore British Sign
Language (BSL), American Sign Language (ASL), French sign language, and Arabic sign language will
be introduced.

ASL is linguistic structure distinct from English — used for communication to approximately one half
million deaf people in the United States (Neidle et al., 2000, Liddell, 2003; Mitchell, 2004). Technology
for the deaf rarely addresses this field; so, many deaf people find it difficult to read text on electronic
devices. Software tools for translating English text into animations of a computer-generated character
performing ASL can make a variety of English text sources accessible to the deaf, (Huenerfauth, 2004).
Language processing and machine translation (MT) can also be used in educational software for deaf
children to help them improve their English literacy skills.



There are papers describe the design of English to- ASL MT system (Huenerfauth, 2004, 2003),
describing ASL generation. This overview illustrates important correspondences between the problem of
ASL natural language generation (NLG) and related research in Multimodal NLG.

The objective of this proposal report is designing and implementing TRGM model to accept an Arabic
text, analyze and parse such input, represent this analysis into an interlingua semantic representation, then
employee NLP techniques and therefore generate sign language synthesis stages.

Section 2 briefly describes relevant aspects of sign languages, which challenge a translation system.
Sections 3 and 4 are devoted to the overall text processing architecture, text analysis and text
understanding. Consequently, the proposed model will be presented. The subsections describe the
syntactic parsing, translation to the interlingua semantic representation, and the pronoun resolution stage
respectively. Current progress in the realization of the natural language component is also outlined in
Section 3. During the designing and the implementation of the proposed model, we will review our
experience with constructing dictionary, corpus and lexicon. Also, the research discusses the part of
speech tags (POS).

1.1.1. British Sign Language (BSL)

The following subsections describe the BSL features.

(a) Sign Order

BSL has a topic-comment structure, in which the subject or topic is signed first. The topic is the
framework within which the predication takes place. After the topic has been identified, the rest of the
sentence is the comment, the new information on it. Furthermore BSL has no fixed order of basic
elements (Subject, Verb, Object). This flexibility is due to the extra information carried in the directional
verbs (see later) and eye-gaze (Eva S"af"ar and lan Marshall, 2002).

(b) Signing Space, Placement and Pronouns

In many sign languages and in BSL, signers exploit the signing space in front of their body. In a discourse
components of a description can be situated in that space: first the area is defined and then all items or
actions are related to that area. Thus, BSL has more pronouns than English, which are articulated by
pointing to a location previously associated with a noun. This means that English is underspecified when
using plural pronouns.

(c) Sign Agreement Verbs

Agreement verbs include the information about person and number of the subject and object. This is
realized by moving the verb in the syntactic space, in which the subject and the object are placed around
the signer (Eva S af’ar and lan Marshall, 2002). The signing of the verb begins at the position of the
subject and ends at the position of the object (GIVE, TELL, etc), some verbs begin at the object and finish
at the subject (BORROW).

(d) Sign Classifiers

Classifiers are hand-shapes that can denote an object from a group of semantically related objects. They
are used with verbs which require a classifier so that when combined with location, orientation,
movement and non-manual features the composite forms a predicate. The hand-shape is used to denote a
referent from a class of objects that have similar features (J. R. Kennaway. 2001 and Kopp, S., Tepper, P.,
and Cassell, J. 2004).

(e) Sign Tenses

BSL has no tense system. Rather than express temporal information by morphological or syntactic
features associated with verbs, it is expressed with the help of four time lines in the signing space or by
the ordering of the propositions in the discourse.

1.1.2. American Sign Language (ASL) and English Linguistic
In many of sign languages, especially in ASL, several parts of the body convey meaning in parallel: hands
(location, orientation, shape), eye gaze, mouth shape, facial expression, head-tilt, and shoulder-tilt.
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Signers may also interleave lexical signing (LS) with classifier predicates (CP) during a performance.
During LS, a signer builds ASL sentences by syntactically combining ASL lexical items (arranging
individual signs into sentences). The signer may also associate entities under discussion with locations in
space around their body; these locations are used in pronominal reference (pointing to a location) or verb
agreement (Huenerfauth, 2004).
During generation, signers’ hands draw a 3D scene in the space in front of their torso. One could imagine
invisible placeholders floating in front of a signer representing real-world objects in a scene. To represent
each object, the signer places his/her hand in a special hand shape (used specifically for objects of that
semantic type: moving vehicles, seated animals, upright humans, etc.). The hand is moved to show a 3D
location, movement path, or surface contour of the object being described.
The following sub sections describe four systems to translate from English text to American Sign
Language (ASL). Therefore, the following subsections introduce the four systems under consideration:

e The VisiCAST translator (Marshell & Safar, 2002) and (Bangham, 2000),

e The ZARDOZ system (Veale eta al., 1998),

e The Workbench (Speers, 2001), and;

e The TEAM system (Zhao et al., 2000).
Such systems take into consideration the following terms: Machine Translation (MT) architecture,
Grammar formalisms, Linguistic representations, Lexicon Format, Grammatical rules, and; Developing
time.

(a) The VisiCAST Translator

The VisiCAST introduced as a part of European Union’s (EU), the university of East Anglia implemented
a system for translating from English text into British Sign Language (BSL: Marshell, 2002). The
approach CMU link parser to analyze an input English text and uses prolog grammar rules to convert this
output into discourse representation structure. Therefore, head driven phrase structure rules are used to
produce symbolic sign language representation script. This script is defined as “signing gesture markup
language”, and it is based on scheme of movement required to perform natural sign language (Kennaway,
2001).

The VIiSICAST is an EU Framework V supported project which builds on work supported by the
UK Independent Television Commission and Post Office. The project develops virtual signing
technology in order to provide information access and services to Deaf people ("Eva S"af"ar and
lan Marshall, 2002).

(b) The ZARDOZ system

This system was proposed to translate English text to sign language using set of hand coded schema, as an
Interlingua representation (Huenerfauth, 2003). The authors were developing their framework with
British, Irish and Japanese sign language.

(c) The ASL Workbench

This system is based on lexical functional grammar (LFG) to analyze English text, then transfer rules is
used to converting an English f-structure into ASL output. Sometimes, the system encounters difficulties
in analysis or other translation tasks; an additional step is employed to ask the user of the system for
advice.

(d) The TEAM Project
At university of Pennsylvania, TEAM project is employed to build an ASL syntactic structure from
English text depending on tree during analysis (Zhao, 2000).



3 ArSL System Architecture

This section presents Arabic Sign Language (ArSL) design model, and discusses its
structures and related grammars. Due to peculiarities and specialties of some grammar rules in
Arabic language [Al-Barhamtoshy, 1992; EI-Samahy, 1993], ArSL basically includes grammars
of spatial signs. As a matter of fact, many grammatical concepts used to describe written text
and/or spoken language may be inadequate to describe a sign language.

In many sign languages, they do not follow the same order of their spoken or written
patterns. In general, a reversed order is used, that is because sign languages are thematized and
more pragmatic than the spoken ones [Abdel-Fattah, 2005].

An Arabic sign language is based on content signs (phrase or sentence contents: those
representing nouns, verbs, adverbs, prepositions ...etc). As described in many literatures [Abdel-
Fattah, 2005; Kamel, 1999], Arabic words can be classified into many types: noun, verb, special
characters, determiner, preposition, adjective, ant etc.

The following figures show ArSL signs: noun sign in figure (1), verb sign in figure (2),
preposition in figure 3, adjective in figure (4)... etc. There are relations between some of these
types, according to the position, place and/ or frequency.

Ta ‘I a b
Fig 1: Noun ( <tS: Book). Fig 2: Verb ( =S Write).

a | | | a
Fig 3: Special Character (.2: in). Fig .4: Adjective (Jw: beautiful).
Some of such types can be included into intensifier (adverb) model, (e.g.; every day:

repeating the sign to show frequency), as shown in Figure 5. However, the relationships and
concepts can be represented by prepositions and intensifiers [Abdel-Fattah, 2005; Kamel, 1999].



a b
Fig 5: Repeating (zls= JS: every morning).
3.1 Verbs in ArSLVerbs are the heart of a statement, in many languages. Consequently, we
can say that verbs are used to encode meanings related to actions and states. Orientation and

location of signs may be combined to contribute information about subject and/or object of
verbs.

In the case of an Arabic verb, tense is used, therefore, past, present and future times are
indicated at the beginning/ ending of a conversation scene. Therefore, the rule of a signed verb
can be expressed as (see Figure 6):

Verb-sign =» <tense><signed-verb> | <signed-verb><tense>

b
Fig 6: Sign of verb (1&): read).
In many sign languages, there is no difference between a verb in the past, present and

future tenses. As an example, Sign Smith Studio shows the sign of write, wrote and written as
shown in Figures 7, 8 and 9, respectively.

a b

a b
Fig 7: Sign of Verb (% Write). Fig 8: Sign of Verb ( <S: Wrote). 5



For the past verb, an additional sign (like yesterday) is used. Therefore, the verb (Wrote i) is
expressed as the following rule:

Verb-sign (&) = <signed-verb (<S) > <signed-word (ul) >

Also, the present verb uses signed words to indicate present (like: now ¥ , will <ss),
Consequently, the verb (go «2) can be ruled by:

Verb-sign («2) = <signed-verb (<3) > <signed-word (oY) >

a a | b
Fig 9: Sign of Verb ( <X: Written).

In case of imperative tense, the signed verb is correlated with the pronouns (you ol — axl, you &l
<l — 1), In such cases, the verb (go <) can be expressed as:

Verb-sign («»3) = <signed-verb (<) > <signed-word (<) >
3.2 Rules of Negative / Interrogatives

In case of negative and interrogatives, the sign can be expressed in more than one way of
expression, as shown in Figures 10 and 11. Therefore, the negative rule can be expressed as:

Negative-sign =» <negative><signed-verb>

Note that <negative>can be {(¥, &, &1 ,...)}. And, the interrogatives rule can be expressed as
the following:

Intro-sign =» < ? ><signed-word> | <signed-word>< ? >



a b

Fig 10: Sign of Negative ( ¥: not).

In case of present, the sign of word (¥) usually is used. But, in the past tense, the sign of word ()
is used. Whereas, the sign of word (¢)) is used for future. See Figures 3.10 and 3.11.

b c d

Fig 11: Sign of Negative ( 1,8 ¥ : not read).

3.3 Rule of Nouns

In many signs, nouns can be expressed as a word-to-sign image, see Figures 3.12-3.17.

b b

a
Fig 12: Sign of Noun ( ¥'s: Boy). Fig 13: Sign of Noun ( =¥i: Boys).

a



a b a b

Fig 14: Sign of Noun ( <u: Girl). Fig 15: Sign of Noun ( <l Girls).

As a matter of fact, plural cannot be expressed in many sign languages. In Arabic, there
are single, dual (double) and plural. Consequently, ArSL needs to express these rules.

a b d
a

Therefore, the general rule for nouns in ArSL is as the following:

c
Fig 16: Sign of Noun ( 4! : The Boy).

c d

Fig 17: Sign of Noun ( <l : The Girl).

Noun-sign =» <signed-noun><number> | <number><signed-noun> | <signed-noun>

Generally, plural can be expressed as a lot of things; therefore, the previous rule can be explained
as the following rule:

Noun-sign (¢lesl) = <signed-noun (¢ew)>< signed-word (£S)>



3.4 Rule of Adjectives

Adjectives are also expressed by a word-to-sign image, see Figures 18 and 19.

a b b
Fig 18: Sign of Adjective Fig 19: Sign of Adjective
(&S Intelligent). (2 Good).

Therefore, the general rule for adjectives in ArSL is as the following:

Adjective-sign =» <signed-adjective>

3.5 Rule of Adverbs

In the same way of adjectives, an adverb is also expressed by a word-to-sign image, see
Figures 20 and 21.

|a| b a b

Fig 20: Adverb (L Quickly). Fig 21: Adverb (ks Slowly).

Therefore, the general rule for adverbs in ArSL is as the following:

Adverb-sign =» <signed-adverb>



3.6 Rule of Special Character

a) Rule of Prepositions

ArSL expresses the preposition characters like other sign languages. Its grammar rule is
simplified as the following (Figures 22-25 show some prepositions’ sings):
Prep-sign =» <signed-prep>

a b b

Flg 22: SpeCia‘I CharaCter (‘-;‘\ tO) Fin 22+ Qnarial Charartar ( le+ AN\

a b a b

Fig 24: Special Character (z=: with). Fig 25: Special Character (,*: in).

b) Rule of Sisters of Kana
The following rule gramatizes the special grammar of Kana and Kana sisters.
Kana-sign =» <Signed-Kana>

where <Signed-Kana> = ahle | JI ke | sl | Jha | db | @l | eaual | zasal | el | S

c) Rule of Sisters of Ena
Such rule can be summarized as the following:

Ena-sign =» <Signed-Ena>
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where <Signed-Ena> = o | o< | olS | <l | dad | o | o)
d) Rule of Sisters of Exception Character
Like other special characters, a simple rule can be summarized as the following:
Exp.-sign =» <Signed-Exp.>
where <Signed-Exp.> = Lila Lo | Uil |lae SR L] 3A | Y] | e | ek
3.7 Rule of Question

In case of question or asking for something, this can be represented using a wonder facial
expiration or by using sign of question mark (?).

Question =» <Sentence | Word><Facial Exp.> | <Sentence | Word> < ? > | <?>
<Sentence | Word>

Fig 26: Sign of Question (?).

There are many question keywords like: (How many S, When i, What 13, Where o,
How 5, Who (). Generally, the keywords of question are used before, but in sign language
the sign of question is used after the word. Therefore, the rule of question can be simplified
according to the following rule:

Question-sign =» <signed word><question signed>
3.8 Rule of Pronouns

The Arabic personal pronouns can be classified into the following: Singular, Plural, and
Double (Dual).

a) Singular Pronouns
The groups of singular pronouns are shown in Table 3.1.

Table (1): Arabic Singular Personal Pronouns
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Pronoun Examples
Arabic English Equivalent Arabic English Equivalent
ul [ & Ul (anaa katabto) | wrote
&l You (singular masculing) | <uiS &l (anta katabta) you wrote
ER| You (singular feminine) i€ il (anti katabti) you wrote
) He &€ s (huwa kataba) he wrote
& She &€ . (heya katabat) she wrote

b) Plural Pronouns
Table (3.2) describes the plural pronouns of Arabic language with examples.

Table (2): Arabic Plural Personal Pronouns

Pronoun Examples
Arabic | English Equivalent Arabic English Equivalent
o We LS o3 (nahnu katabna) we wrote
Al You aiiS a3l (antum katabtum) you wrote
Gl You o il (antunna katabtunna) you wrote
b They | 535S a8 (hum katabuu) they wrote
They &S o (hunna katabna) they wrote

c¢) Double Pronouns
Double (dual) pronouns of Arabic language are described with examples in Table 3.3.

Table (3): Arabic Double Personal Pronouns

Pronoun Examples

Arabic English Equivalent Arabic English Equivalent

Lail You L Ll (antuma katabtuma) you wrote




(S») L | They (masculine) LS L (huma katabaa)

they wrote

(Liga) Loa They (feminine) uiS La (huma katabata)

they wrote

3.4 Numbers and Numeral Incorporation

Signs are composed of movements, holds and information about hand shape, location and
orientation. For example, the sign of (¢ s=i; Week) would be represented as hand shape without
movement. However, the concept of (cle swi; two weeks) can be expressed in the shape of hand
shapes of this sign (i.e.; change 1 to 2). The location and orientation remain the same.
Consequently, this process is known as numeral incorporation, and it is has been described by

Scott Liddell and Robert E. Johnson [Valli et al., 2005].

We can say that the sign (0l so; two weeks) has two morphemes. The first one that
includes (g s=!; Week)- the segmental structure holds and movement and the location and
orientation. The second part is the hand-shape, which has the meaning of the specific number; as

shown in Figure 27. A rule of the two morphemes would look like this:

ole sl D < g sl > + <Duo Sign.>

3.4.1 Rule of Plural and Repetition

c
Fia 27: Sian of Two Morphemes (¢ ssl : two weeks).

Plural and repetition can be represented by including signed number after the sign of the

word, by repeating the sign of the word many times or by moving the finger inside.

Plural & Repetition =» <Sign><Number>| < Sign >* | < Sign > <Finger inside>

where * means zero or more than one time.
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Fig 28: Sign of Plural (a4 : days).

3.4.2 Rule of Emphasis

In case of emphasis, it can be done by repetition, longer signing time and sometimes it
uses facial expression and dramatization.

emph-sign = <emph-verb>* + <facial exp.>
where * means zero or more than one time.

But, adverbs are expressed manually, by one hand position in relation to the other.

3.5 Compounds ArSL

The Arabic nouns can be created from Arabic verbs. In this section, we will look at a
grammar way by which ArSL can create new signs.

Sometimes, a language creates new words by taking two words (free morphemes, [Valli
et al., 2005]) that it already has and putting them together, i.e.; this process is called
compounding, English language have many compounds.

When nouns are derived from verbs in Arabic, a regular pattern (or template) can be
described. A pattern or template can also be described for the formation of compounds. In
Arabic, when two morphemes come together to form a compound, the following grammar rule
takes place: Noun =» <J'> + <Verb>

A new meaning is created when two different morphemes come together to form a
compound. For example, 3,2 is composed from Arabic morpheme <xa> from <4waa>, and
Arabic morpheme <s_> from <s_lal>,

5. ArSL System Structure

The proposed architecture for the desired system contains three major steps: (1) Grammatical:
morphological analysis, syntax, lexical/ semantic analysis, (2) transformation and (2) generation
of script and avatar showing scene. First of all, the written text passes to the tokenizer to separate
the words of the Arabic sentence. Words after separation go to the morphological analysis phase.
Morphological analysis using Arabic template grammar is done with each word and, as a result
of this operation, each word with its attributes passes to the next phase [Al-Barhamtoshy et al.,
2007]. The most important attributes needed are: root, word type, tense (for verbs) and the count
of words. These attributes proceed to lexical and semantic analysis phases.
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The grammatical analyzer was developed on the basis of a Arabic Template Grammar (ATG),
adapted for effective natural language processing [Al-Barhamtoshy et al., 2007]. It was
implemented into the morphological and partial syntactic system as its grammatical component,
supporting manifold morphological, derivational and syntactic analyses of texts. The main
advantage of the grammatical component is that it selects those parses of items which are
pertinent to the respective outer units. Thus high ambiguity of the morphological structures is
solved (or significantly reduced) by the syntactic information supplied.

The derivation procedure is time-consuming (decelerating analysis for 10 %), so stems from
vocabulary are checked first, before generated ones. Proper names and abbreviations are
processed using template matching of the ATG. An output of the grammatical modules includes:
* lemma and its POS tag for each wordform in the Arabic text; a list of grammatical tags for each
word form (root, tense (for verb), case, number, animate, etc.); * a dependency tree for each
sentence (a set of syntactically linked word pairs with established relations “head-daughter”); * a
phrase structure in terms of semantic-syntactic functions, such as “proposition”, “subject”,
“object”, etc.

Build up scene Building Grammar Script Semantic Script
Script using 3 D

Avatar .
Generation Phase

Grammar Transfer Semantic Transfer

Tokenizer
(Preprocessing) 3

Morphology and
Derivations

Syntax Analysis = Semantic Analysis

Fig 30: ArSL System Architecture

In this step, many rules are checked, to customize the associated lexical meaning: synonym,
antonym, homophony, compounds, hyponymy and hypernym. Transformational and generation
script phase is used to generate the output script. Some rules must apply before translation. These
rules are about choosing the best meaning of the word to translate and also to reorder words in
sentence to be easier to understand by deaf people.

The output script is input for the 3D Avatar system to generate the Arabic signs, using the signs
database. Figure 30 shows the proposed system architecture.

5.1 ArSL Testing and Discussion
In this section, selected sentences were used for testing the proposed model. Such
sentences include all various possible analyzed verbs, nouns, adjectives, adverbs, etc. and their
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various combinations of using affix rules. The following tables (Table 1, 2, 3 and 4) are
examples of these selected sentences.

Table (1): Selected Example 1

Table (2): Selected Example 2

Table (3): Selected Example 3

Table (4): Selected Example 4

FRERTRERE Al SIs ,
O WA <5 ) e
ER AR ERAIEE
UGS ol 1813 LIl e
L & <13 Ol <13
S8 LI 15813 Dl &=
Ehiga Sl
alakal) K| Jakall < ,
<] alala) JST ekl e
ollalal) ik odakal) J<i .
[ REEAT ST adal) S
ESPRTIERS July) i
ST ekl ) 5IST Jualay) &=
dals gl Caagla als gall a5 o
e 513 L5 5l s il 5l <
Olals gall i gla Ol gall a gl .
Le gl s yall Le gl (laks 5l =
labs gall Chagla BEO-SNPPIN
gl lals gl | sa 513 () 5ia gall &=
i ga Sl
Aaladl) S alaall i€ W
i Aalaall S L S
Olialadl S Olalzall S
L lialaall L ladadll o
bl i€ O salaall i€
oS lalell | 55 ) yalaall &=

The testing sample contains complete sentences with their included. The results of this

experiment are presented in Table 5.5.
The sample is composed of 20 sentences, 10 of which are analyzed to verb phrases and

10 sentences belong to noun phrases.

Table (5): Results of testing the proposed model

Total No of hits Correct Ratio Error Ratio
Verb Phrases 24 92% 0.08
Noun Phrases 24 95% 0.05
Total 48 93% 0.07
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Due to the proposed model complexity, we turn our attention to see how analysis is
conducted by the proposed model, the running time cost is determined by components of the
following algorithm:

Step 1: Morphological, syntax and syntactic analysis.

Step 2: Transfer the sentence to signed sentence.

Step 3: Generate the sign script.

Step 4: Avatar engine show the signed sentence.

Therefore, for the first step; checking the existence of the entire word and employing the
match with the Arabic dictionary. Since the comparison is carried out character by character, we
should assume that the number of comparisons would be: T1= n, where n is the length of the
entire Arabic word (n=3, n=4 or n=5).

At the second step, if the entire word exists in a proper sequence, after validating prefixes
and suffixes that are checked against a list of stored prefixes and suffixes, the number of
comparisons is determined as follows: T2 = log Nps , where Nps is the number of prefixes and
suffixes.

The validation of word infixes depends on two factors [Suleiman H. Mustafa, 2003]: the
size of the difference between positions of letters of root in the entire word, and the list of infix
letters to be checked. Accordingly, the number of comparisons would be calculated as follows:

Ts=D+1,

where D is the number of comparisons for checking the difference and | is the number of
character comparisons to match an infix against the set of infixes.

Consequently, the overall running time for the proposed model is computed as the sum of
the three factors listed above:

T=Ti1+T2+T3z=n+ (log Nps) + (D + 1) ( per word in worst case.)

5.2 Screenshots

The designed system contains four basic links. As shown in Figure 31, the links are:
Arabic Numbers "4au 2l 2B YI"| basic math learning"«luall al=3" chosen words"s_Jiss GLS" and
text translation"o=i 4ea 5", The first link, Arabic numbers, serves to see the sign of each Arabic

number. By clicking the number and then clicking the sign button ) at the bottom of page, so
the sign of the selected number will appear in the character side.
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2 Sten Smith Showtime! ... [&)[E)E%) 3 ARSL - Microsoft Internet Explorer
:

Fig 31: Arabic numbers page

The second link serves to teach the children some basic mathematical operations such as
addition, subtraction, multiplication and division. Firstly, choose the operation and then, an
example of that operation will appear. The sign of that operation can be shown, by pressing the
sign button®. By clicking the button Next " 4ll", another example of the same operation will be
displayed, see Figure 32.

X Sien Smith Showtime! DFE]B] 3 ARSL - Microsofl Internet Explorer

Figure 32: Basic math learning page.

In the chosen words page, there are four categories: pronouns " siwzall", family "By,
nouns "L and verbs "J=8Y1". In each category, there are some examples covering the four
categories. By choosing one of the examples and pressing the sign button@, the sign of the
selected example will appear. Figure 33 shows the pronoun (4).
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X Sign Smith Showtime! ... [&[E)EK) B ARSL - Microsaft Internet Explarsr
:

Eis . fdt Mew Fgvontes  Tools  Helo

bt - e [ €

duee ] bt lecabostiARSL ndes, ason

Figure 33: Chosen words page.
The last page is text translation page that translates any Arabic text to Arabic sign
language (ArSL). The page contains a text box to enter the Arabic text, a button to translate the

text and also the sign button @) to show the translated text with sign language. See Figure 34.

“h Sien Smith Showtime! 5 [ B 3 ASL - Micresall Internat Explorer

. - ‘com3D) E

iy -] B S

3l fal ) an g

£
] Hhtoi el oot AR SL04 Heap aspes S Local whranst

Figure 34: Arabic Text Translation

7. Conclusion

The main goal of this paper is to design a tool to facilitate communication with deaf
people, using computer technology. Deaf people are small part of the society but, it is important
to merger them with normal people.

To achieve this goal, a prototype system for translating from written natural Arabic
language to Arabic sign language is presented. This system needs to design and implement
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architecture to produce Arabic Sign Language (ArSL), design and implement a dictionary for
ArSL and generate the required scripts for ArSL, to be represented using a computerized 3D
Avatar system. Therefore, the paper has shown the need to increase the effectiveness of ArSL
system and to apply it for teaching deaf children, via interactive media. Everybody will support
this kind of systems and it will be very a useful system for deaf people at all ways.

The proposed ArSL model is just a small part of a biggest work that deaf people need,
which a represents natural translation system between deaf and normal people. Deaf people need
more attention, more paper and economic and moral support.

The future development of this work is to make the second way of translation from sign
language to written Arabic text. Some paper in that area has begun, but it needs more ideas and
hard work. Also, it is important to merge a speech engine with these systems to be more natural.
The new generation of all new systems is to be on portable devices — like PDA and mobile
devices, so life will be easier and more helpful.
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Diacritization and Transliteration of Proper Nouns from Arabic to English
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ABSTRACT

This paper proposes a complete system for the automatic diacritization and transliteration of
proper nouns from Arabic to English. The system consists of three phases: Correction,
Diacritization, and Transliteration.

Our results show an average accuracy of 89% on blind test sets with forced spelling mistakes (and
95% for correct input).

KEYWORDS
Diacritization, Transliteration, Machine Translation, Arabic

1. INTRODUCTION

Transliteration is the task of transcribing a word or text written in one writing system into another
writing system. Person names, locations and organizations as well as words borrowed into the
language are the most frequent candidates for transliteration.

In Information Retrieval (IR), the most important query words in are often proper names. In cross
language retrieval, a user issues a query in one language to search a collection in a different
language. If the two languages use the same alphabet, the same proper names can be found in
either language. However, if the two languages use different alphabets, the names must be
transliterated or rendered in the other alphabet.

As mentioned in (Al-Onaizan and Knight, 2002), two types of transliteration exist, forward
transliteration and backward transliteration.

Forward Transliteration is the transliteration of a foreign name (in the case of our system,
Arabic) into English. Typically, there are several acceptable transliteration candidates. For
example, the Arabic name “x=<” (mhmd in Buckwalter encoding might correctly be

transliterated into Mohamed, Mohammed, Mohammad, etc. In fact, the many types of name
variation commonly found in databases can be expected.

A recent web search on Google for texts about “Muammar Qaddafi” (spelled in Arabic as (318 jeza
mEmr AlgdAfy in Buckwalter encoding), for example, turned up thousands of relevant pages under
the spellings Qathafi, Kaddafi, Qadafi, al-Qaddafi, Al-Qaddafi, Al Qaddafi, etc (and these are only a
few of the variants of this name known to occur).

Backward Transliteration is the reverse transliteration process used to obtain the
original form of an English name that has already been transliterated into the foreign
language. In this case, only one transliteration is retained.



For the transliteration from Arabic to English, some observed problems are:

- Both Arabic and English lack some sounds and letters from the other language. For example,
there is no perfect match for ““ ¢” in English and “P” in Arabic. This leads to ambiguities

in the process of transliteration.

Another problem associated with Arabic is the omission of diacritics and vowels (fatha, dumma,
kasra, shadda,sokoon) in almost all the Arabic writings. The information contained in
unvocalized Arabic writing is not sufficient to give a reader, who is unfamiliar with the language,
sufficient information for accurate pronunciation. Diacritics are considered to be one of the main
causes of ambiguity when dealing with Arabic proper nouns.

Another observed problem in Arabic is the existence of Common Arabic Mistakes (CAM) in
which different characters are used interchangeably; like Hamza errors ()Il<)), Yaa errors (s<s),
and Taa Marbuta errors (3«»).

In this paper, we present a complete system for Correction, Diacritization, and Transliteration of
Arabic proper nouns using a database of name pairs in Arabic and English languages.

The system searches for the normalized form of user input (in Arabic) in a dictionary of proper
names, and if found it returns the most frequent transliteration, otherwise it suggests the
appropriate diacritization based on its Morphological Analysis if analyzed or the best matching
with patterns obtained from the diacritized proper names. And in case of mismatch with patterns,
it uses a probability matrix for diacritization of any consecutive characters. Finally, the system
applies transliteration rules to obtain the English equivalent.

2. PROPER NAMES DICTIONARY

For training purposes, we needed a list of name pairs, i.e. names written in Arabic and correctly
transliterated into English. We used Sakhr Proper Names Database which consists of different
types of proper names (Human, Location, Organization, etc) . For each proper name, information
about Diacritization, Transliteration, Gender, Theme, etc are provided manually.

From the total of 171K Human names (26K Arabic, and 94K non Arabic), we used only 51K
names for Transliteration (13K Arabic, and 38K non Arabic) which contain the transliteration
information, and use the entire list for Correction and Diacritization processes.

Examples for Arabic Human names: G 4 e @lldl ¢ 153l 5 5uY) sl e g <y 4, and for Non
Arabic Human names: (s z s> «Cuem aal cbase i,

In the case of Forward Transliteration (where we want to convert a name originally from Arabic
into English), there is usually more than one acceptable corresponding name in English. For
example, the name “ 3" has 4 different equivalents in our database: “Tarek”, “Tareq”, “Tarik”,
and “Tariq”.

The distribution of names with different number of alternatives is summarized in table 1.

Table 1: Number of Alternative Names.

# One Two Three Four Five+
% | 76% 16% 4% 2% 2%
Ex: | ©xs2 Medhat | 2si Ahmed, | %sls Ossama, | oW Elias, | s« Mohamed,
a2l Islam Ahmad Osama, Elyas, Mohamad,
Usama llyas, Mohammad,
Alias Muhammad,
Mohammed,...




It’s also observed that the maximum number of alternatives was 11 (ex: the name “—sw s has
these equivalents: Youssef, Yusuf, Yousef, Yusef, Youssif, etc.)

3. CORRECTION

From a random sample of 1000 Queries to Sakhr Arabic Search Engine on the Web
(http://johaina.sakhr.com/), about 70% of these queries are Proper Names, and 13% of them have
spelling mistakes in Hamza, Yaa, and Taa Marbuta.

To solve this problem, we use Text Normalization for both the input and the Proper Names
Dictionary.

3.1 Text Normalization

Text Normalization is a process by which text is transformed in some way to make it consistent
in a way which might not have been before, and it’s often performed before comparison. For
Arabic, all shapes of Hamza (\<<I<)) are converted to Plain Alef ('), Yaa () is converted to Alef
Magsura (), and Taa Marbuta (3) is converted to Haa (=). This makes both s and 4l match.

3.2 Concatenation Errors

Another type of spelling errors is the concatenation of two or more tokens in the user input which
leads to the need for splitting mechanism to obtain correct tokens. Tokens end with any letter that
doesn’t cause visual ambiguity - i.e. has isolated and final forms only (no initial or middle forms)
like the letters (<< _¢32) — when concatenated to other tokens, they need a Simple Splitting;
otherwise a Complex Splitting is needed.

Examples: d)ue 2ealias (Simple) and eswivallic (Complex).

4. DIACRITIZATION

Diacritization of proper names is used in many applications like Address Book, Text to Speech,
and also as an intermediate step in Transliteration which is used in Machine Translation Systems
(MT), and Multilingual Personal Information (Banking, ID Cards, Passports, etc.)

In Arabic, words consist of prefixes, suffixes, and stem; the stem can be determined by a root and
a morphological pattern pair. The root represents the stem original letters while the morphological
pattern decides how the stem will be pronounced.

Because short vowels (diacritics) are commonly not presented in Arabic orthography, this creates
a problem in transliterating unknown proper names (Out Of Vocabulary) since these missing
diacritics should be deduced before transliteration to obtain the appropriate pronunciation.

4.1 Proper Name Patterns

To diacritize unknown proper name, we use a set of rules to deduce its “pattern”, and search in
the proper names database to retrieve a list of proper names with the same candidate pattern. To
select the best match (minimum number of character substitutions), the "Hamming distance™
values are used in addition to statistical information for patterns frequencies. Suggested diacritics
are the same as this favored pattern.

While deducing proper name pattern, some issues should be taken into consideration for Arabic
names only (for non Arabic names, only Long vowels (s¢s¢!) are preserved):
1. Long vowels (s« '), Ending characters (s:s), different Hamza shapes (<« s¢s<l)f) are
preserved.


http://johaina.sakhr.com/
http://en.wikipedia.org/wiki/Hamming_distance

2. Definite article (J'), some initial characters (<#), and some ending characters or suffixes
(sl ) are also preserved .

Other characters (consonants) are replaceable and can match with any other consonant.
Special cases for preserving some consonants (<) are applied.

The “Sun Letters” (other than the letters in string "4sie s 5 dlas &i") should have an
extra Shadda.

ok w

For 171K diacritized Human names (26K Arabic, and 94K non Arabic), we have generated about
3K and 10K patterns for Arabic and non Arabic respectively. Examples for these patterns are
shown in Table 2 and Table3:

Table 2: Arabic Proper Names Patterns.

Pattern Diacl % | Examplesl Diac2 Examples2 %
9\-- ;\;; 61 cLéJ: scj\f; 9\27 ;G; ‘;\59 28
d-}---d\ GTJ::;U] 70 @)}3&’\‘@}’0‘;{\ @:}:;;Cﬂ ::_a’.u}:ﬁ:):\“ 10
Table 3: Non Arabic Proper Names Patterns.

Pattern Diacl % | Examplesl Diac?2 Examples2 %
T Sisls- 69 | Usim sk, Sl cdsSi s | 14
Gmmm s @-2o 9l 44 | S Gttt RS 28

For the unknown Arabic name “sl” which matches the 1% Arabic pattern, the system suggests
its correct diacritization “s\u” after getting the nearest known name “sUs”. Similarly, it
diacritizes the name “ 582l as “(o 5,

When the input pattern doesn’t match any of the existing patterns, the system recursively splits it
into smaller patterns and searches for them. The overall diacritization is the concatenation of all
these diacritized sub patterns after applying some concatenation rules.

Example: The name “<s3 ) S” is splitted into 2 parts “Ls_S” and “<5” which match the
patterns “/ - 5--” and = 5-”, which leads to the final diacritization “<a 3% 5587,

4.2 Bigram Diacritization Matrix

After pattern splitting, if the name pattern doesn’t match any of existing patterns, the system uses
a Bigram Diacritization Matrix to diacritize the name. This matrix has all the consecutive
characters associated with the diacritics probabilities obtained from Proper Names database. The
names “0) 54 and I 335 £ are sample outputs using this matrix.

4.3 Morphological Analysis
Morphological Analyzer is also used for diacritizing normal words that exist in Arabic proper
names, examples: 3¥ 8 =Ma (Jse 2l dallall il

The decision of being Arabic or non Arabic name is important for Diacritization and hence
Transliteration, and it’s done through these surface rules:

1. If the name exists in Proper Names database, the Arabic and non Arabic probabilities are
taken into consideration, i.e. some names tend to be an Arabic name (ex: 2ess with
probability of 75%), some names tend to be non Arabic name (ex: us> with probability of
98%), while others are neutral (ex: #2! with probability of 50%).




2. 1If the name contains one of the following characters “3 (o= b «ya ¢ a7 it tends to
be an Arabic name. These characters are obtained statistically from Proper Names
database (ex: Probability of character ‘u=" in Arabic name is 84% and 16% for non
Arabic name, like: b £ 1),

3. If the name matches an Arabic pattern and doesn’t match any of the non Arabic patterns,
it’s considered an Arabic name (and vice versa) and gets diacritized consequently.

4. Unless user input is provided, the name is considered non Arabic name and diacritized
therefore.

5. TRANSLITERATION

Transliteration is a mapping from one system of writing (alphabet) into another, word by word.
Transliteration attempts to be exact, so that an informed reader should be able to reconstruct the
original spelling of unknown transliterated words. To achieve this objective, transliteration may define
complex conventions for dealing with letters in a source script which do not correspond with letters in
a goal script.

Transliteration is opposed to transcription, which specifically maps the sounds of one language to the
best matching script of another language. Also, transliteration should not be confused with translation,
which involves a change in language while preserving meaning.

5.1 Transliteration Standards

Although there is no Universal Transliteration system from Arabic to English, there are some

common systems like Buckwalter, ISO 233, Qalam, etc. Any transliteration system should

consider the following issues:

- Transliteration ignores assimilation of the article before the “sun letters”, and may be easily
misread by non-Arabs. For instance the proper name word “An-nour” would be more
correctly transliterated to “Al Nour”.

- Atransliteration is ideally fully reversible: a machine must be able to transliterate it into
Arabic and back.

- Rendering several Arabic phonemes with an identical transliteration, or digraphs for a single
phoneme (such as sh) may be confused with two adjacent phonemes.

- ASCII transliterations using capital letters to disambiguate phonemes are easy to type but
may be considered unaesthetic.

Examples of character mapping in different systems are shown in Table 4.

Table 4: Transliteration Examples

Letter Name ISO Qalam Buckwalter
& Thaa t Th Y
¢ Khaa h Kh X
o Seen S S S

We used a manual character mapping similar to Qalam, with some enhancements, to preserve the

spelling rather than the pronunciation. The system has these additional features:

1- A customized mapping of letters. For example the mapping of letter ‘z’ may be to ‘g’ in Egypt

2- Restoring the single character abbreviation (like transliterating sl to “W.”).

or j’ in Gulf.




3- Fine tuning of the Transliteration based on statistics obtained from the database (for
consecutive vowels, or special patterns and conditions).

6. EVALUATION

As described before, in case of forward transliteration, there is more than one acceptable
transliteration. Ideally, our gold standard should maintain a set of equivalent English
names for each Arabic entry, but it is not possible to gather all the possible
transliterations for all the Arabic names. So, we evaluated the system accuracy manually
through experienced linguists.

From a random sample of 1000 proper names (Arabic and non Arabic) with a total of 2200 tokens, we
have normalized all the inputs (i.e. forcing Common Arabic Mistakes CAM) and evaluated the
accuracy of Correction, Diacritization, and Transliteration. Manual assessment shows accuracies of
96%, 90%, and 89% for Correction, Diacritization, and Transliteration in order (and raise to 97% in
Diacritization, and 95% in Transliteration if the input is correct.)

Results are shown in Graph 1:
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Graph 1: Correction, Diacritization, and Transliteration Accuracy

6.1 Transliteration Sample Output
Transliteration sample outputs of blind inputs are shown in Table 5:

Table 5: Sample Outputs

Proper Name (+CAM errors) Transliteration

bV a8 o ize S50 ) | Abu Al Wakl Monis Bin Farhan Al Rwiely

nlall al il es Hllae aclus 4aum s | Wadha Musaed Abdul Rahman Ibrahim Al Joliby

ol 258 30 Jeas Ao 40l | Shadia Ali Wasl Marshod Al Hazmi

cils ) S s | Hinar Ki R. Holtit

Jsuald oy shae Juils | Shantal Meillon Dalsol




7. CONCLUSION

We have introduced a complete system for Correction, Diacritization, and Transliteration of
names from Arabic to English with an accuracy of 89% on blind test-data. The system uses
bilingual training data, along with morphological analysis (Sakhr’s Morphological Analyzer),
some heuristic rules and observations to achieve these results in combination with traditional
statistical language processing and machine learning algorithms.
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I. Introduction

Ever increasing computing power and connectivity bandwidth together with
falling storage costs result in an overwhelming amount of data of various types being
produced, exchanged, and stored. Consequently, search has emerged as a key application
as more and more data are being saved. Text search in particular is the most active area,
with applications that range from web and private network search to searching for private
information.

Speech search has not received much attention due to the fact that large
collections of un-transcribed spoken material have not been available, mostly due to
storage constraints. Recently, the availability and usefulness of large collections of
spoken documents is limited strictly by the lack of adequate technology to exploit them.
Manually transcribing speech is expensive and sometimes outright impossible due to
privacy concerns. This leads to exploring an automatic approach to searching and
navigating spoken document collections. In order to deal with limitations of current
automatic speech recognition (ASR) technology, many recent works deal this topic.
Another important aspect of such a work, is the performance measure, it may be taken as
reference the output of a text retrieval engine that runs each query on the manually
transcribed documents, rather than the spoken ones.

Spoken document collections usually have metadata as text information alongside
the spoken documents. On one hand, the text metadata is deterministic, very limited in
size, and very likely differs from the actual spoken transcription which may limit its
relevance to the content of the document. On the other hand, the speech recognition
output is a noisy representation of the underlying lexical content and therefore we need to
deal with content document uncertainty. Consequently, an approach that optimally
integrates these two sources of information is desirable. Some researchers propose a
simple method for integrating text metadata and speech content for the spoken document
retrieval problem and they investigate how much performance gain is provided by the
spoken document material with respect to a baseline system that uses only the text-
metadata for document search.

The main research effort aiming at spoken document retrieval (SDR) was

centered around the SDR-TREC evaluations [1], although there is a large body of work in



this area prior to the SDR-TREC evaluations, as well as more recent work outside this
community. Most notable are the contributions of [2] and [3]. One problem encountered
in work published prior or outside the SDR-TREC community is that it does not always
evaluate performance from a document retrieval point of view—using a metric like Mean
Average Precision (MAP) or similar—but rather uses word-spotting measures, which are
more technology- rather than user-centric. The TREC-SDR 8/9 evaluations—([2],
Section 6)—focused on using Broadcast News speech from various sources: CNN, ABC,
PRI, Voice of America. About 550 h of speech were segmented manually into 21,574
stories each comprising about 250 words on the average. The approximate manual
transcriptions— closed captioning for video—used for SDR system comparison with
text-only retrieval performance had fairly high word error rate (WER): 14.5% for video
and 7.5% for radio broadcasts. ASR systems tuned to the Broadcast News domain were
evaluated on detailed manual transcriptions and were able to achieve 15-20% WER, not
far from the accuracy of the approximate manual transcriptions.

In order to evaluate the accuracy of retrieval systems, search queries—
“‘topics’’—along with binary relevance judgments were compiled by human assessors for
each of the 21,574 retrieval units—‘‘documents’’. SDR systems indexed the ASR 1-best
output and their retrieval performance—measured in terms of MAP—was found to be flat
with respect to ASR WER variations in the range of 15-30%. Simply having a common
task and an evaluation-driven collaborative research effort represents a huge gain for the
community. There are shortcomings, however, to the SDR-TREC framework. The
recognizers are heavily tuned for the domain leading to very good ASR performance. It is
well known that ASR systems are very brittle to mismatched training/test conditions and
it is unrealistic to expect error rates in the range 10-15% when decoding speech
mismatched with respect to the training data. It is thus very important to work at an ASR
operating point which has higher WER. This work used a standard dictation ASR engine
whose language model has been trained on newswire text and the acoustic model was
trained on wide-band continuous speech, resulting in an ASR operating point of 50%
WER.

Also, the out-of-vocabulary (OOV) rate was very low, below 1%. Since the

“‘topics’’/queries were long and stated in plain English rather than using the keyword



search scenario, the query-side OOV (Q-OO0OV) was very low as well, an unrealistic
situation in practice. Woodland et.al. (2000) [4] evaluates the effect of Q-OOV rate on
retrieval performance by reducing the ASR vocabulary size such that the Q-OOV rate
comes closer to 15%, a much more realistic figure since search keywords are typically
rare words. They show severe degradation in MAP performance—50% relative, from 44
to 22.

The ability to deal in an effective way with OOV query words is an important
issue. The most common approach is to represent both the query and the spoken
document using sub-word units—typically phones or phone n-grams—and then match
sequences of such units. In his thesis, Ng (2000) [5] shows the feasibility of sub-word
SDR and advocates for tighter integration between ASR and IR technology. His
approach was to index phone n-grams appearing in ASR N-best lists. This work also
focused on Broadcast News speech, thus benefiting from unrealistically superior ASR
performance. Similar conclusions are drawn by the work in [6].

As pointed out in [7], word level indexing and querying is still more accurate and
thus more desirable, were it not for the OOV problem. The authors argue in favor of a
combination of word and subword level indexing. Another problem pointed out by the
paper is the abundance of word-spotting false-positives in the sub-word retrieval case,
somewhat masked by the MAP measure.

Similar approaches are taken by [8]; one interesting feature of this work is a two-
pass system whereby an approximate match is carried out on the entire set of documents
after which the costly detailed phonetic match is carried out on only 15% of the
documents in the collection.

More recently, Saraclar and Sproat in [9] propose an approach that builds an
inverted index from ASR lattices—word or phone (sub-word) level—by storing the full
connectivity information in the lattice; retrieval is performed by looking up strings of
units. This approach allows for exact calculation of n-gram expected counts but more
general proximity information (distance-k skip n-gram, k > 0) is hard to calculate. No
compression of the original lattice is achieved. Their evaluation is focused on word-

spotting rather than document retrieval performance.



Siegler (1999) [6] and Saraclar and Sproat (2004) [8] show that making use of
more than just the 1-best information— N-best lists, and full ASR lattices, respectively—
improves retrieval accuracy.

In [10] Chelba et al. present the Position Specific Posterior Lattice (PSPL), a
novel lossy representation of automatic speech recognition lattices that naturally lends
itself to efficient indexing and subsequent relevance ranking of spoken documents. This
technique explicitly takes into consideration the content uncertainty by means of using
soft-hits. Indexing position information allows one to approximate N-gram expected
counts and at the same time use more general proximity features in the relevance score
calculation. In fact, one can easily port any state-of-the-art text-retrieval algorithm to the
scenario of indexing ASR lattices for spoken documents, rather than using the 1-best
recognition result.

Experiments in [10] are performed on a collection of lecture recordings—MIT
iCampus database—show that the spoken document ranking performance was improved
by 17-26% relative over the commonly used baseline of indexing the 1-best output from
an automatic speech recognizer (ASR).

One major problem with using speech recognizer for delivering sequence of
words to other modules in spoken dialog systems is its robustness. Another problem is
the presence of unpredictable or unexpected words in incoming utterances [11], [12] and
[13]. Therefore, a speech recognizer must cover a large number of vocabularies, as well
as grammars, in order to support every sentence possibly spoken by the users. This also
includes un-precedently used words and non-speech sounds, such as fillers, that are rather
common in spoken languages.

In this work, we begin with an annotated audio training set where pure audio
concepts are manually transcribed. By pure concepts we imply instances of audio with
only one concept (such as speech, silence and short-pause) in the audio track.
Specifically, we manually transcribe speech, and silence. Regions corresponding to each
concept are segmented from the audio and low-level features are extracted. One obvious
modeling scheme uses these features to train a HMM for each concept. We use the

HMMs to generate an 1-best word at each audio frame.



To date, most word spotters use a set of Hidden Markov Models (HMM) for their
components. The models are modeled from combinations of sound units, which, may be
phonemes or words. They are, then, trained using a target language corpus. Many HMM
parameters still need to be re-estimated for Arabic speech via different applications.

In this work, the HMM parameters are estimated for efficient Arabic phoneme
recognition using HTK [27]. The HMM phoneme models are, then, connected into word
lattice models. Experiments are conducted through audio content of instructional videos

used at Cairo university.

I1. Available Related Products:

To date, the most prominent and comprehensive effort to build a digital library
(DL) of digital video is the Informedia Project [14]-[16]. Informedia uses a variety of
visual features (e.g., color, faces, text superimpositions) as well as textual features (e.g.,
speech to text transcripts) to make a large volume of digital video retrievable. The project
has demonstrated the efficacy of many technical processes for organizing, searching, and
scaling video DLs. While there has been substantial research on particular aspects of
digital video retrieval, e.g., segmentation and feature detection [17], Informedia
addressed many of the integration challenges in incorporating different research products

into a demonstration DL.

Other important projects include IBM's CueVideo, which has been integrating a
variety of segmentation, indexing, and user interface techniques developed in the
Almaden and Watson labs [19], and the Digital Video Multimedia Group at Columbia
[20], which has been engaged in several streams of work including efforts to automate
video summaries [17]. The Multimedia Information Retrieval Group at Dublin City
University has been developing the Fischlar Project, which provides broadcast video for
the university community. This group has developed innovative user interfaces for the
video repository [21]. The European Union's ECHO Project [22] is developing archives
of historical footage from different European countries and has focused on creating
metadata schemes and cross-language access techniques. Each of these large-scale



projects draws upon substantial efforts by the engineering communities devoted to

finding effective signal-processing techniques for digital video.

The Open Video Digital Library [23] aims to capitalize on advances in
engineering as well as in library and information science to create usable services for the
research and educational communities. In this work they described the primary goals of
the Open Video Digital Library, its evolution and current status. They also provided

overviews of the user interface research and user studies.

For search engines, many companies are using link text and the text surrounding
the links to podcasts and videoblogs as a means to index their contents. Now, optimized
audio files can be used for searching a web page content. Some podcast —specific search
engines seem to have solved some of the searching/indexing problems. Podscope
searches for the spoken words within the podcasts themselves. Signing Fish provides
results by typing in podcast or bring back audio results. Other search engines include
EveryZing, Blinx, BlogDigger and Lycos Audio searches.

EveryZing (formerly known Podzinger) allows the user to search podcasts in the
same way as in the web. A word or phrase typed in will find relevant broadcast and
highlights the segment of the audio in which they occurred. It is not perfect but it serves
the user need at this time. It works with a speech-recognition software which transforms
audio into words. Podscope [24] and Blinx [25] are sites that work in a similar way.
They scour audio content for keywords by translating the audio into text and creating an
index for quick searching. This is a step ahead of traditional search engines that can only
identify keywords in a podcats's metadata such as headline and introductory notes which
describe the audio file's general content. Podscope searches podcasts but scans only for
sounds of syllable rather than full words. It has operated a keyword search engine for
video and radio broadcasts since 1999. By far, the Blinkx service is a bit more extensive
as it scours thousands of podcsat and offers search for 1 million hours of TV news video
and the content of academic hours. Unlike, Blinkx current technology, BBN's technology
lets EveryZing extract high-level concepts that originally might not have been searched

for.



EveryZing underlying technology is composed of two basic technologies from
BBN. The core speech-to-text system, called Byblos, has been funded by $50 million of
research money on a series on government grants over the past 5 years. Using
probabilistic machine learning algorithm, the system takes 1-minute to convert each
minute of audio content into text. The second part of the technology is the algorithms that
process the content of the text. BBN's natural language technology contains huge stores
of phrases and words for context searching. This system has about 80% accuracy. The
accuracy drops when the background music is present and if there are multiple people

talking at once [5].

I11. Experimental Work and Results:

The automatic speech recognition (ASR) engine is trained using an Arabic
Globalphone database from ERLA [26]. The provided database has approximately 4908
speech sentences from about 84 speakers (1.5GB recorded size). The recording sampling
frequency is16 ks/s with 16 bits quantization.

The database is divided into two subsets; one for training and the remaining part
is preserved for testing. The training set is composed of 3069 recorded waves.

Each recording is associated with an Arabic transcription composed from about
35 phonemes. For simplicity and lower complexity, similar sounds (e.g., vowels, long
vowels) are merged, and then the common phonemes are selected for use as garbage
models. The HTK toolkit [27] is used with 16 bits encoding and 16 k sampling rate. The
frame size is 25 ms with overlapping of 10 ms. The feature vector is taken 39 mel
frequency cepstral coefficients and their derivatives (MFCC). The signal energy is
normalized since the application domain is, in general, a recording signal or offline
processing. Each phoneme is modeled with 3 states. The searching lattice or network is
defined in HTK format.

An Arabic phoneme recognizer is trained on this database. Different training
parameters are tried, specifically, the HMM initialization and the number mixture-

Gaussian components. Table 1 summarizes the results of phoneme recognizer training.



The average recognition rate of Spanish phonemes reached the order of 65% in [28]. The

results of this work can partially be compared to that of [28].

Table 1. Phoneme recognition rate

Condition accuracy
Multi-gaussian mixture (16) phoneme hmm model, with uniform
phoneme initialization, and E-normalize over limited recording 62.5%
size
1-gaussian mixture phoneme hmm model, with uniform phoneme | 46.72%
initialization,
1-gaussian mixture phoneme hmm model, with isolated phoneme | 45.41%
initialization,

Multi-gaussian mixture (8) phoneme hmm model, with isolated 53.19%
phoneme initialization,
Multi-gaussian mixture (6) phoneme hmm model, with isolated 52.38%
phoneme initialization,
Multi-gaussian mixture (8) phoneme hmm model, with uniform 53.20%
phoneme initialization,
Multi-gaussian mixture (4) phoneme hmm model, with isolated 51.1%
phoneme initialization,
Multi-gaussian mixture (8) phoneme hmm model, with uniform 53.26%
phoneme initialization, and E-normalize

A word recognizer is built based on the obtained phoneme recognizer. The
searching dictionary contains about 63 words as a trial test. The word error rate
approaches 25% which can be compared to the results in [10]. This WER order is not far
from the accuracy of the approximate manual transcriptions. These results need more

tests for larger dictionary content.

IV. Discussions and Conclusions:

This work considers the problem of Arabic Speech Recognition (ASR) and word
searching. The well-known HMM toolkit (HTK) is used with different training and
recognition parameters. The study reveals that an order of 50% Arabic phoneme
recognition can be achieved. The Arabic word searching approaches comparable rates
with that found in literatures. However, this rate can be improved by incorporating some
linguistic rules into the system.
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Formal semantics: luxury or necessity?

Allan Ramsay
School of Computer Science,University of Manchester
Manchester M13 9PL, UK

Abstract. We will revisit the goals of natural language processing, and argue that thse goals cannot be
achieved unless you construct fine-grained formal paraphrases (also known as ‘logical forms’). We will
then consider the problems involved in building such paraphrases, and review the connections between
semantics and inference. We will close by seeing how natural language can be used for expressing
detailed domain knowledge, thus avoiding the need for complex translations between formalisms.

1 What should a natural language understanding system do?

What, ideally, should a natural language understanding system be able to do? What tests would a system
have to pass before you were prepared to accept that it ‘understood’ what you meant when you used natural
language? What would it take for a system to pass the Turing test?

Roughly speaking, a reasonable test would be to see whether its view of what someone who produced
a sentence in natural language could reasonably be expected to believe was the same as that of a native
speaker. Suppose I said one of (1a) and (1b):

(1) a. Iforgot to prepare any handouts for my lecture on Wednesday.
b. I forgot that I had prepared some handouts for my lecture on Wednesday.

Consider the sentences in (2):
(2) I had a lecture on Wednesday
I intended to prepare some handouts for this lecture
I did not prepare any handouts for this lecture
I prepared some handouts for this lecture

po o

If a system did not say that someone who said (la) would also be expected to believe (2a), (2b) and
(2¢), and that someone who said (1a) would also be expected to believe (2a), (2b) and (2d) then you would
hardly want to say that it had understood what it was told. There may, in some ineffable way, be more
to understanding than this, but it certainly provides a baseline. If a system does not agree with a native
speaker about what follows from a given utterance then it cannot be said to understand natural language.
If it did agree with a typical native speaker about what does and does not follow from a wide collection
of utterances then it would be very hard to tell the difference between the system and the person—it would
have passed a version of the Turing test. As noted, there may be something about human understanding of
natural language which is not covered by this test, but in that case it is very hard to see what other test
would capture the difference. If a system knew what follows from an arbitrary utterance, it would be hard
to point to something that was lacking in its understanding.

This test does lead to blurring of the boundaries between language and background knowledge. Consider

(3):

(3) I played tennis on Saturday.



Which of the sentences in (4) would a system have to agree with before it counted as ‘understanding’

(3)?

(4) a. Iplayed a sport on Saturday.
b. I played a game where you use a racket to hit a ball on Saturday.
c. I played a game whose scoring system was devised in medieval France on Saturday.

Clearly, a system that did not know that (4a) followed from (4) would not be very impressive; and equally
clearly, knowing that (4c) follows from (4) is specialist knowledge rather than general understanding. The
boundary between language and general knowledge is evidently hard to draw—which side of this bound-
ary does (4b), for instance, lie? Nonetheless, the idea that a system’s level of understanding is displayed
by its ability to recognise what does and does not follow from an utterance provides a good measure of
understanding.

2 Entailment, logic and inference

But if understanding is characterised by an ability to determine whether one sentence follows from another
then any system that is to understand natural language must include some treatment of entailment. In other
words, it must exploit a ‘logic’-a framework for determining the relationships between propositions.

This is a very weak claim: there are a wide variety of such frameworks, in which you can express a
wide variety of propositions and relationships between propositions. However, there is one widely accepted
desideratum. If we write A - B to mean that B follows from A, then it should not be possible for A to be
true and B to be false. If the notion of entailment is to be of any use at all, then it should not be possible
to obtain a false conclusion from true premises. A logic that provides a set of inference rules that never
produce a false conclusion from true premises is said to be ‘sound’. Logics which are not sound are of very
little practical use, since they will lead you to construct inaccurate pictures of the world and thence to make
poor decisions. They are of even less theoretical use, since the relationships between different notions then
become extremely unclear.

That is not to say that human beings infallibly perform correct inferences. There is a difference between
saying that the meanings of natural languages are underpinned by a coherent notion of consequence and
claiming that people reliably perform sound chains of inference. There is a strong analogy here with the
distinction between competence/performance in syntax. A fluent speaker of a language has access to a
system of rules and constraints about what constitutes a legitimate sentence of that language. Most people
will make occasional errors when they are producing utterances, and they will be able to compensate for
errors that other people make. They will also often have different sets of rules and constraints which they
apply in different situations, to reflect the variety of dialects and registers that a typical speaker can switch
between. Nonetheless, they will know whether a given sentence is legitimate according to the dialect and
register they are currently using: any fluent English speaker can judge that ‘I don’t know much about art but
I know what I like’ sounds better than ‘I don’t know much about art, but I know I like what’.

It is the shared appreciation of the relevant rules and constraints that makes communication possible, even
if individual utterances can break these rules (either accidentally, from production errors, or deliberately,
for rhetorical effect). Similarly, language would not work as a vehicle for conveying ideas if it were not
underpinned by a notion of consequence. If I could not assume that when you said ‘I played tennis on
Saturday’ you were also committed to ‘I played tennis’ and ‘I played something on Saturday’ then I would
be unable to act on what you said. You might say something without realising all its consequences, or you
might just say things that you don’t believe. Nonetheless, once I point out the consequences of what you



have said, you have to either accept them or withdraw your original statement. To use language is to make
statements about the world knowing that those statements have consequences.

Once we accept that entailment is a critical aspect of natural language understanding, we have to decide
what kind of logic we require. There is a clear trade-off between the expressive power of a logic and the
difficulty of carrying out inference within that logic. Fig. 1 shows the complexity of inference for a number
of well-known families of logics.

Attribute:value pairs
Database languages linear
Sort logics
Propositional logic
Description logic
Predicate logic

NP-complete

Modal logic Recursively enumerable (RE)
temporal logics, epistemic logics

Default logic Co-RE

Property theory

Set theory Incomplete

Intensional logic

Fig. 1. Expressive power vs. complexity

Clearly, the nearer the top of this diagram your logic is, the better your program will perform. Nonetheless,
natural language supports a range of distinctions that force us to move quite a long way down. (5) provides
a set of examples that show the difficulty of the problem.

(5) a. Every man is mortal, Socrates is a man F Socrates is mortal. [Quantification]

b. i. I ate a peach - there was none left

ii. I was eating a peach F I was part way through eating it. [Time](Moéns and Steedman, 1988;
Reichenbach, 1958)

c. Is there any milk in the fridge? F speaker does not know whether there is any milk [Knowledge
and belief](Austin, 1962; Searle, 1969; Allen and Perrault, 1980; Cohen and Perrault, 1979)

d. Most swans are white, Bruce is a swan, I don’t know that he’s not white b Bruce is white [Default
logic](Reiter, 1980; McCarthy, 1980)

e. I wishI had a decent top-spin backhand: ‘wish’ expresses a relationship between me and an ‘event
type’ or a ‘parameterised state-of-affairs’ [Intensionality](Barwise and Perry, 1983)

There is nothing strange or esoteric about any of these examples. They are just examples of everyday
constructions. They also support consequences which any native English speaker would accept: if I said ‘I saw
a swan in the park this morning’, for instance, you would naturally picture a large white bird; but if I said
‘I saw a black swan in the park this morning’ your picture would be quite different. You could hardly claim
to understand English if you were not able to draw these consequences. How people do inference is still very
unclear, and it seems unlikely that any implemented theorem provers match the human reasoning process in
detail. Nonetheless, the ability to draw quite complex inferences, about time, about other people’s knowledge
and beliefs, about hypothetical states of affairs, and so on is a key part of language understanding. If you
do not realise that ‘I wish I had a decent top-spin backhand’ & ‘I do not have a decent top-spin background’
then you do not understand English.



3 Construction of logical forms

If the ability to understand natural language is intimately bound up with the ability to carry out inference,
and computational approaches to inference are very largely descended from attempts automate the rules of
formal logic, then we need a connection between language and logic.

The work of Richard Montague (Montague, 1974) is crucial here. Montague’s argument, which is effec-
tively summarised by Dowty et al. (1981), is that you can obtain an expression in a formal logic by associating
terms from that logic with individual words and grammatical constructions in natural language, and then
combining these terms in a simple and systematic way. The aim is to construct a sentence in the logic which
would be true under exactly the same circumstances as the natural language sentence. Montague’s aim was
to get a precise way of talking about the meanings of natural languages: because the semantics of a formal
language is precisely defined, if we can show that an expression of the formal language is true in the same
circumstances as a sentence of our natural language, we can get a handle on the semantics of the natural
language.

The key to this is the ‘Principle of Compositionality’: the meaning of the whole is a function of the
meanings of the parts and their mode of composition. In other words, if you know what each word means
and you know the synactic relationships between them, you can work out the meaning of the whole sentence.

In some sense this is obvious: when you want to work out what a sentence means, all you have to go on
is the words and the way they are arranged. So if the meaning is not encoded by the meanings of the parts
and their mode of combination, then it is hard to know where you could look for it. The interesting thing
about Montague’s work was that he provided a very concrete way of thinking about this, namely by using
the A-calculus (Church, 1936).

There are many ways of thinking about the A-calculus. For our purposes, it is convenient to think of it as
a way of specifying sets by describing the entities that belong to them. Thus if love(x, Mary) is a formula
of some language, then Azx(love(x, Mary)) describes the set of all things that love Mary. We can then write
Az (love(x, Mary)).John to mean that John is a member of this set (we will also read this as saying that
Joh satisfies the property of being someone who loves Mary, or that this property applies to John).

Clearly, if John is a member of the set of things that love Mary then the claim ‘John loves Mary’ is true,
and vice versa. This equivalence is captured by the rule of F-reduction:

lambda(x, A):t = Ay (B-reduction)!

Montague’s insight was that if you assigned appropriate A-terms as the meanings of words, then you
could obtain meanings of sentences just by applying the meaning of one item to the meaning of another, as
directed by the syntactic relationships between them. To take as simple example as possible, let the meanings
of ‘a’, ‘man’ and ‘sleeps’ be as in Fig. 2.

1 'We write lambda (X, A) rather than the more usual AX (A) because many of the examples below are program input
or output, and this format is easier for a program to manipulate.



a = lambda(P, lambda(Q, exists(X, (P:X & Q:X))))
man = lambda(B, B:lambda(A, man(A))
sleeps = lambda(W, W:lambda(V,exists(U,sleep(U)&agent(U, V)))

s

Fig. 2. Meanings of ‘a’, ‘man’, ‘sleeps’

Suppose we had a dependency tree for ‘A man sleeps’ which said that ‘man’ is a daughter of ‘sleeps’ and
‘a’ is a daughter of ‘man’, and that we decided the way to construct the interpretation of a phrase was by
applying the meaning of its head to the meanings of its daughters.

Then the meaning of ‘A man sleeps’ would be

lambda(W,W:1lambda(V,exists (U, sleep(U)&agent (U, V)))
: (lambda(B,B:lambda(A,man(A)) : lambda (P,lambda(Q,exists (X, P:X & Q:X)))))

This looks completely horrible. But applying a series of g-reductions to it rapidly leads to something
more manageable (the underlined items in this derivation show the variable that is to be bound, where it
occurs in the term, and the item that it is to be substituted for it).

lambda (W,W:1lambda(V,exists (U, sleep(U)&agent (U, V)))

: (lambda (B, B:lambda(A,man(A)) : lambda (P, lambda (@, exists (X, P:X & Q:X)))))
lambda(W,W:1lambda(V,exists(U,sleep(U)&agent (U, V))))

: (lambda (P ,lambda(Q,exists(X, P:X & Q:X))):lambda(4,man(4))))
lambda(W,W:lambda(V,exists(U,sleep(U)&agent (U, V)))):

(lambda(Q,exists (X, lambda(4,man(4)).X & Q:X))))
lambda (W, :lambda(V,exists(U,sleep(U)&agent (U, V)))): lambda(Q, exists (X, man(X) & Q:X))
(lambda (g ,exists (X, man(X)) & §:X))

:lambda (V, exists (U, sleep (U)&agent (U, V)))
exists(X, man(X) & lambda(V,exists(U,sleep(U) &agent(U, V))).X)
exists(X, man(X) & exists(U, sleep(U) & agent(U, X)))

The process of B-reduction looks complex when you first see it, but it can be carried out entirely me-
chanically, and has indeed been used as the basis for a number of programming languages (e.g. LISP, ML,
Scheme, Python). Devising appropriate expressions to stand as the meanings of individual words is, indeed,
rather tricky, and requires a certain amount of both insight and imagination. The pay-off is that once you
have come up with an interpretation of a word, you can use that interpretation anywhere that the word
occurs. A given word makes the same contribution, no matter what context it appears in?. Thus so long as
you can parse a sentence and you know what each word in it means, you can obtain the meaning of the
whole thing just by carrying out S-reduction (which is essentially just string-substitution, and is trivial to
implement and execute). So the meaning of a complex sentence can be computed straightforwardly from the
meanings of the words that appear in it once you have determined its syntactic structure—see Fig. 3 for the
meaning of (6).

2 This claim is slightly undermined by the fact that a given surface form may correspond to a number of different
underlying words, and choosing between these senses may not be entirely trivial.



(6) I know you think the woman who I met in the pub yesterday is a fool.

utt(claim,
exists(A,
event (A, know)
& theta(A,
event,
exists(B,
event (B, think)
& theta(B,
event,
exists(C,
at(C,
exists(D :: {fool(D) & NEW(D)},
exists(E :: {woman(E)
& exists(F :: {past(now, F)},
exists(G,

exists(H :: {pub(H) & KNOWN(H)},
event (G,meet)
& theta(G, object, E)
& theta(G,
agent,
ref (lambda(I, speaker(I))))
& loc(in, G, H)
& yesterday(G))
& aspect (F,simplePast,G)))
& KNOWN(E)},
E=D)))
& aspect(now, simple, C)))
& theta(B, agent, ref(lambda(J, hearer(J))))
& aspect(now, simple, B)))
& theta(A, agent, ref(lambda(K, speaker(K))))
& aspect(now, simple, A)))

Fig. 3. Logical form of (6)

This looks extraordinarily complicated. Constructing it, however, is completely straightforward once you
have the parse tree and the meanings of the indvidual words. Just apply the meaning of the head to the
meaning of the daughters. There is therefore no need to be scared of building logical forms. So long as you
can parse the input text and you have appropriate meanings for words then the logical form will just emerge.

This does, of course, beg two questions. What do you do if you cannot parse the input text, and where
do you get appropriate meanings for words from?

There are three possible reasons why it may not be possible to parse a piece of text:

— Your description of the rules governing the relations between words and phrases may be inadequate.

— The text may just be so long and complex that your parser is swamped, and either takes an unacceptable
amount of time or produces large numbers of analyses, with the intended one buried too deep to find.

— The text may not be well-formed.

These are indeed serious problems for anyone trying to produce logical forms on the basis of the syntactic
relations between items. There are tricks and techniques for recovering from all of them (the first and
third are very similar in practice). These problems, however, all concern the task of detecting the syntactic
relationships between items, and as such they do not undermine the general principles discussed above,
though they may make implementation difficult when trying to handle complex texts.

The task of trying to develop appropriate representations of lexical items is undoubtedly challenging.
Roughly speaking, you have to start by deciding what you would like the meaning of a typical sentence to



look like. If you can then attribute different aspects of this to individual words, you can usually divide the
meaning of the whole into parts which can be glued together to make the whole (see (van Genabith and
Crouch, 1997; Dalrymple et al., 1996) for an elaboration of the idea of ‘glueing’ fragments of a meaning
representation together). Consider again ‘A man sleeps’. Suppose you had decided that

exists(X, man(X) & exists(U, sleep(U) & agent(U, X)))

was what you wanted as the meaning of ‘A man sleeps.’. It is fairly clear which elements of this are contributed
by ‘man’ and ‘sleeps’, namely the fact that there’s a man and the fact that there’s a sleeping event whose
agent is the man.

If we take these prts out of the logical form, we are left with a skeleton like

exists(X, ...X) & ...(X))

In other words, what ‘a’ contributes to the meaning of ‘A man sleeps’ is that there is something, and
that we’re going to supply two pieces of information about that thing, namely what kind of thing it is (which
will come from the noun) and what it did (which will come from the verb).

The notation of the A-calculus lets us specify the order in which these two pieces of information will be
supplied. ‘a’ will combine with the noun first and then with the verb. So the actual logical form is

lambda (P, lambda(Q, exists(X, P:X & Q:X)))

exactly as in Fig. 2.

Where did the idea that exists(X, man(X) & exists(U, sleep(U) & agent (U, X))) come from in
the first place? That has to come from reflection on what kinds of information need to be encoded, and what
kinds of inference need to be carried out. But once you have done that, determining what information is
contributed by each word is fairly routine.

It is worth noting here that this process is easily transferrable between languages. If two languages share
the same sets of lexical classes, then they will give rise to very similar dependency trees. If that is so, exactly
the same mechanisms can be used for building logical forms. It is just as easy to build logical forms for
Arabic, for instance, as it is for English®. Thus we can construct the logical form in Fig. 4 for the Arabic
sentence (7) just by parsing it and reading the interpretation off the parse tree, in exactly the same way as
we did for English examples.

(7)o e eyl 3 s el o A wizsl (atqd alwld n albnt alty drst fy almdrst ktbt aldrs.)

It is possible to obtain a labelled dependency tree from the output of any grammar that lets you identify
the head of a structure (e.g. HPSG, LFG, GPSG, categorial grammar) so these techniques can be employed
for any sentence for which you have an analysis within such a framework.

3 With one minor caveat: many languages allow NPs without determiners, but the interpretation of this construction
varies: English NPs with no determiner have a generic reading, Persian NPs with no determiners have definite
readings, Arabic NPs with no determiners have indefinite readings. You therefore have to supply a language-
specific interpretation for such cases.



utt(claim,
exists(A :: {(w?1?7d(A) & KNOWN(A))},
exists(B :: {(d?7r?s(B) & KNOWN(B))},
exists(C :: {(b?n?t(C)
& (exists(D :: {past(now, D)},
exists(E,
(event (E, d7r7s)
& (theta(E, agent, C)
& (fy(E, B) & aspect(D, simple, E))))))
& KNOWN(C)))},
exists(F :: {(d?r?s(F) & KNOWN(F))},
exists(G :: {past(now, G)},
exists(H,
(event (H, E?7q?7d)
& (theta(H, agent, A)
& (theta(H,
event,
exists(I :: {past(now, I)},
exists(J,
(event (J, k?t7?b)
& (theta(J, agent, C)
& (theta(J, object, F)
& aspect(I, simple, J)))))))
& aspect (G, simple, H)))))))))))

Fig. 4. Logical form for (7)

4 Using logical forms

If you can parse a piece of text, then, you can construct a logical form for it. What can you do with it once
you have done so?
Consider (8):

(8) I am allergic to eggs. Should I avoid eating pancakes?

This is a reasonably straightforward question. What resources would you need in order to answer it?
Firstly, you would need a great deal of basic information: pancakes contain eggs, eating things that
contain foodstuffs that you are allergic to will make you ill, doing things that will make you ill is bad for
you, if something is bad for you then you avoid doing it, ...
Some of this information is reasonably easy to represent. The fact that pancaks contain eggs, for instance,
can be captured by the formula in Fig. 5.

forall(X :: {sort(pancake, X)},
exists(C :: {aspect(now, simple, C)},
event(C, contain) & exists(Y, sort(egg, Y) & theta(C, object, Y)) & theta(C, agent, X)))

Fig. 5. If X is a pancake then it contains an egg

Other elements are extremely difficult to capture. Part of the problem here is that, as noted above,
much of this information is intensional, but we have already seen using the A-calculus allows use to state



relationships between intensional objects. The logical form for ‘Should I avoid eating pancakes?’, for instance,
is as in Fig. 6.

utt(query,
exists(A,
(should(A,
lambda (B,

(event (B, avoid)

& (theta(B,
object,
lambda(C,

exists(D,
(event (D, eat)
& (exists(E :: {sort(pancake, E, F, G)},
theta(D, object, E))
& theta(D, agent, C))))))
& theta(B, agent, ref(lambda(H, speaker(H)))!'1)))))
& aspect(now, simple, A))))

Fig. 6. Logical form for ‘Should I eat pancakes?’

The next problem is that writing rules in logic is very awkward. The rule we will need for expresing the
fact that if something is bad for you then you should avoid doing it is given in Fig. 7.

forall(Y,
forall(X,
(exists(A,
(at (A, sort(Y, “good))
& (for(A, X) & aspect(now, simple, A))))
=> exists(B,
(should (B,
lambda(C,
(event (C, avoid)
& (theta(C, object, Y)
& theta(C, agent, X)))))
& aspect(now, simple, B))))))

Fig. 7. If something is bad for you then you should avoid it

Most people (even logicians) find it hard to write complex rules in logic, and the situation is made worse
by the fact that the rules you have to write have to use the same terms and structures as the terms and
structures used in logical forms. Because, in the examples above, we are using expressions like event (X,
?77) to represent the fact that something is an eating event, we have to make sure that when we mention
an event in a hand-coded rule we use the same kind of expression. The difficulty of bearing all the relevant
conventions in mind when writing rules just makes this task harder.

The worst problem of all, however, is working out just what the relationships between the concepts de-
noted by various constructions in natural language are. Consider the word ‘good’: if you look this word up
in a dictionary, you generally find some rather unhelpful circular definition (e.g. ‘having the right qualities’:



Pocket Oxford Dictionary, ‘of a favorable character or tendency’: Merriam Webster on-line dictionary) fol-
lowed by a large collection of examples. Dictionary entries of this kind provide very little information about
what follows from saying that something is good, or about the circumstances under which you would say
that something is good.

One way to deal with this problem is to tackle it head on. What we want to know is when you should
say that something is good or bad, and what else we would be inclined to accept once we know this. So why
not write down, in natural language, the kinds of things that we want to be able to reason with?

(9) eating P will make X ill if X is allergic to P
X is dangerous for Y if X will make Y ill

X is bad for Y if X is dangerous for Y

X should avoid Y if Y is bad for X

po o

The rules in (9) are basic commonsense knowledge about very common words. By and large, conclusions
that someone arrived by using these rules would be sensible, and anyone who did not have access to this
kind of information could hardly be said to understand English.

Using natural language to write down the necessary knowledge about how words and concepts are related
helps overcome the problems listed above:

— They are fairly easy to write. You do not have to become fluent in some complex formal language, and
you do not have to familiarise yourself with the way that that language is being used, in order to add
new rules. Just write them down in natural language.

— There is no risk that the terminology used for the logical forms derived for rules will differ from the
terminology used for logical forms derived from general discourse. The same mechanisms will be used
for both, so there is no possibility of inconsistency in the use of terminology.

— The rules say what is needed. In most cases, these rules will not constitute a ‘definition’, in the sense of
a set of necessary and sufficient conditions for the use of a word. Instead they license specific inferences.
It may, in fact, be the case that there is nothing more to be said about what a word means: that the
meaning of a word is determined by its relations with other words. These relations may or may not
provide a complete and precise set of constraints. They may, rather, constitute a set of ‘semantic traits’
(Cruse, 1986). Whether or not there is, indeed, more to the meaning of a word than that, certainly
providing rules like these will support the derivation of a range of appropriate inferences.

5 Conclusions

Is there any alternative? It is clear that the ability to respond to (8) by saying ‘Yes’ (or, better, by saying
‘Yes, because pancakes contain eggs, and if you are allergic to eggs then eating things which contain eggs will
make you ill’) is highly desirable. A system that cannot do this cannot be said to understand the sentences
that make up (8). It is equally clear that in order to do this, you have to be able to extract the relevant
elements of your knowledge and construct a chain of inference from them. So if there is to be an alternative
to the approach outlined here, it has to involve an alternative notion of inference.

It may well be, of course, that the specific logical forms outlined above are inadequate to the task. Indeed,
the forms given here are inadequate: they were obtained by a system that follows Konrad et al. (1996) in
allowing a variety of different forms to be obtained from a given tree by attaching ‘codes’ to words and modes
of combination, and then using different codebooks to obtain different interpretations. This approach lets you



construct logical forms which contain different amounts of detail, depending on the task you want to perform.
Simple, coarse-grained interpretations are often useful for exposition (as here). More importantly, it is easier
to reason about simple interpretations than about complex ones. It might, for instance, be convenient to use a
simple representation for disambiguating a sentence, and then build a more detailed one for using the chosen
reading for some more complex task. The suggestion that the logical forms given above are not complex or
detailed enough, however, does not undermine the thesis that building logical forms and reasoning about
them is the right approach to semantics. It just indicates that we need to develop more detailed logical forms,
probably alongside improvements in our inference engines to cope with the extra complexity.

The only alternative is to define rules of inference that operate directly on texts. The textual entailment
program (Dagan et al., 2005) is an attempt to follow this path. Any such attempt will, inevitably, have to
cope with quantification. If you cannot infer ‘Socrates is mortal’ from ‘All men are mortal’ and ‘Socrates
is a man’ then you are not going to be able to handle more interesting discourses such as (8). There will,
inevitably, be a temptation to start introducing rules like Fig. 8.

All Ps are Qs
XisaP
XisaQ

Fig. 8. Basic syllogism

Once you start introducing rules like this, the next obvious step is to normalise away various aspects of
the surface form of the text. It would be extremely irritating, for instance, to have the rules in Fig. 9 as well.

All Ps are Qs All Ps are Qs All Ps are Qs
ITama P You are a P X was a P
ITam a Q You are a Q X was a Q

Fig. 9. Overspecific inference rules

The obvious way round this is to eliminate irrelevant aspects of the surface form, so that Fig. 9 would
become Fig. 10.

All P be Q
X be P
X be Q

Fig. 10. Generalised syllogism

But this is exactly the route that led from Aristotle to the development of modern formal logic. Con-
structing logical forms is, exactly, the process of abstracting away from elements of the surface form that
do not help you to decide which patterns are applicable. It thus seems very likely that attempts to make
textual entailment more general and robust will lead to exactly the same end result. The key to constructing
appropriate (linguistic or extra-linguistic) responses is inference: the only real question is not whether you
make meaning representations that allow you to perform inference, but whether you do it well or badly.
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Formal semantics: luxury or necessity?

Allan Ramsay
School of Computer Science,University of Manchester
Manchester M13 9PL, UK

Abstract. We will revisit the goals of natural language processing, and argue that thse goals cannot be
achieved unless you construct fine-grained formal paraphrases (also known as ‘logical forms’). We will
then consider the problems involved in building such paraphrases, and review the connections between
semantics and inference. We will close by seeing how natural language can be used for expressing
detailed domain knowledge, thus avoiding the need for complex translations between formalisms.

1 What should a natural language understanding system do?

What, ideally, should a natural language understanding system be able to do? What tests would a system
have to pass before you were prepared to accept that it ‘understood’ what you meant when you used natural
language? What would it take for a system to pass the Turing test?

Roughly speaking, a reasonable test would be to see whether its view of what someone who produced
a sentence in natural language could reasonably be expected to believe was the same as that of a native
speaker. Suppose I said one of (1a) and (1b):

(1) a. Iforgot to prepare any handouts for my lecture on Wednesday.
b. I forgot that I had prepared some handouts for my lecture on Wednesday.

Consider the sentences in (2):
(2) I had a lecture on Wednesday
I intended to prepare some handouts for this lecture
I did not prepare any handouts for this lecture
I prepared some handouts for this lecture

po o

If a system did not say that someone who said (la) would also be expected to believe (2a), (2b) and
(2¢), and that someone who said (1a) would also be expected to believe (2a), (2b) and (2d) then you would
hardly want to say that it had understood what it was told. There may, in some ineffable way, be more
to understanding than this, but it certainly provides a baseline. If a system does not agree with a native
speaker about what follows from a given utterance then it cannot be said to understand natural language.
If it did agree with a typical native speaker about what does and does not follow from a wide collection
of utterances then it would be very hard to tell the difference between the system and the person—it would
have passed a version of the Turing test. As noted, there may be something about human understanding of
natural language which is not covered by this test, but in that case it is very hard to see what other test
would capture the difference. If a system knew what follows from an arbitrary utterance, it would be hard
to point to something that was lacking in its understanding.

This test does lead to blurring of the boundaries between language and background knowledge. Consider

(3):

(3) I played tennis on Saturday.



Which of the sentences in (4) would a system have to agree with before it counted as ‘understanding’

(3)?

(4) a. Iplayed a sport on Saturday.
b. I played a game where you use a racket to hit a ball on Saturday.
c. I played a game whose scoring system was devised in medieval France on Saturday.

Clearly, a system that did not know that (4a) followed from (4) would not be very impressive; and equally
clearly, knowing that (4c) follows from (4) is specialist knowledge rather than general understanding. The
boundary between language and general knowledge is evidently hard to draw—which side of this bound-
ary does (4b), for instance, lie? Nonetheless, the idea that a system’s level of understanding is displayed
by its ability to recognise what does and does not follow from an utterance provides a good measure of
understanding.

2 Entailment, logic and inference

But if understanding is characterised by an ability to determine whether one sentence follows from another
then any system that is to understand natural language must include some treatment of entailment. In other
words, it must exploit a ‘logic’-a framework for determining the relationships between propositions.

This is a very weak claim: there are a wide variety of such frameworks, in which you can express a
wide variety of propositions and relationships between propositions. However, there is one widely accepted
desideratum. If we write A - B to mean that B follows from A, then it should not be possible for A to be
true and B to be false. If the notion of entailment is to be of any use at all, then it should not be possible
to obtain a false conclusion from true premises. A logic that provides a set of inference rules that never
produce a false conclusion from true premises is said to be ‘sound’. Logics which are not sound are of very
little practical use, since they will lead you to construct inaccurate pictures of the world and thence to make
poor decisions. They are of even less theoretical use, since the relationships between different notions then
become extremely unclear.

That is not to say that human beings infallibly perform correct inferences. There is a difference between
saying that the meanings of natural languages are underpinned by a coherent notion of consequence and
claiming that people reliably perform sound chains of inference. There is a strong analogy here with the
distinction between competence/performance in syntax. A fluent speaker of a language has access to a
system of rules and constraints about what constitutes a legitimate sentence of that language. Most people
will make occasional errors when they are producing utterances, and they will be able to compensate for
errors that other people make. They will also often have different sets of rules and constraints which they
apply in different situations, to reflect the variety of dialects and registers that a typical speaker can switch
between. Nonetheless, they will know whether a given sentence is legitimate according to the dialect and
register they are currently using: any fluent English speaker can judge that ‘I don’t know much about art but
I know what I like’ sounds better than ‘I don’t know much about art, but I know I like what’.

It is the shared appreciation of the relevant rules and constraints that makes communication possible, even
if individual utterances can break these rules (either accidentally, from production errors, or deliberately,
for rhetorical effect). Similarly, language would not work as a vehicle for conveying ideas if it were not
underpinned by a notion of consequence. If I could not assume that when you said ‘I played tennis on
Saturday’ you were also committed to ‘I played tennis’ and ‘I played something on Saturday’ then I would
be unable to act on what you said. You might say something without realising all its consequences, or you
might just say things that you don’t believe. Nonetheless, once I point out the consequences of what you



have said, you have to either accept them or withdraw your original statement. To use language is to make
statements about the world knowing that those statements have consequences.

Once we accept that entailment is a critical aspect of natural language understanding, we have to decide
what kind of logic we require. There is a clear trade-off between the expressive power of a logic and the
difficulty of carrying out inference within that logic. Fig. 1 shows the complexity of inference for a number
of well-known families of logics.

Attribute:value pairs
Database languages linear
Sort logics
Propositional logic
Description logic
Predicate logic

NP-complete

Modal logic Recursively enumerable (RE)
temporal logics, epistemic logics

Default logic Co-RE

Property theory

Set theory Incomplete

Intensional logic

Fig. 1. Expressive power vs. complexity

Clearly, the nearer the top of this diagram your logic is, the better your program will perform. Nonetheless,
natural language supports a range of distinctions that force us to move quite a long way down. (5) provides
a set of examples that show the difficulty of the problem.

(5) a. Every man is mortal, Socrates is a man F Socrates is mortal. [Quantification]

b. i. I ate a peach - there was none left

ii. I was eating a peach F I was part way through eating it. [Time](Moéns and Steedman, 1988;
Reichenbach, 1958)

c. Is there any milk in the fridge? F speaker does not know whether there is any milk [Knowledge
and belief](Austin, 1962; Searle, 1969; Allen and Perrault, 1980; Cohen and Perrault, 1979)

d. Most swans are white, Bruce is a swan, I don’t know that he’s not white b Bruce is white [Default
logic](Reiter, 1980; McCarthy, 1980)

e. I wishI had a decent top-spin backhand: ‘wish’ expresses a relationship between me and an ‘event
type’ or a ‘parameterised state-of-affairs’ [Intensionality](Barwise and Perry, 1983)

There is nothing strange or esoteric about any of these examples. They are just examples of everyday
constructions. They also support consequences which any native English speaker would accept: if I said ‘I saw
a swan in the park this morning’, for instance, you would naturally picture a large white bird; but if I said
‘I saw a black swan in the park this morning’ your picture would be quite different. You could hardly claim
to understand English if you were not able to draw these consequences. How people do inference is still very
unclear, and it seems unlikely that any implemented theorem provers match the human reasoning process in
detail. Nonetheless, the ability to draw quite complex inferences, about time, about other people’s knowledge
and beliefs, about hypothetical states of affairs, and so on is a key part of language understanding. If you
do not realise that ‘I wish I had a decent top-spin backhand’ & ‘I do not have a decent top-spin background’
then you do not understand English.



3 Construction of logical forms

If the ability to understand natural language is intimately bound up with the ability to carry out inference,
and computational approaches to inference are very largely descended from attempts automate the rules of
formal logic, then we need a connection between language and logic.

The work of Richard Montague (Montague, 1974) is crucial here. Montague’s argument, which is effec-
tively summarised by Dowty et al. (1981), is that you can obtain an expression in a formal logic by associating
terms from that logic with individual words and grammatical constructions in natural language, and then
combining these terms in a simple and systematic way. The aim is to construct a sentence in the logic which
would be true under exactly the same circumstances as the natural language sentence. Montague’s aim was
to get a precise way of talking about the meanings of natural languages: because the semantics of a formal
language is precisely defined, if we can show that an expression of the formal language is true in the same
circumstances as a sentence of our natural language, we can get a handle on the semantics of the natural
language.

The key to this is the ‘Principle of Compositionality’: the meaning of the whole is a function of the
meanings of the parts and their mode of composition. In other words, if you know what each word means
and you know the synactic relationships between them, you can work out the meaning of the whole sentence.

In some sense this is obvious: when you want to work out what a sentence means, all you have to go on
is the words and the way they are arranged. So if the meaning is not encoded by the meanings of the parts
and their mode of combination, then it is hard to know where you could look for it. The interesting thing
about Montague’s work was that he provided a very concrete way of thinking about this, namely by using
the A-calculus (Church, 1936).

There are many ways of thinking about the A-calculus. For our purposes, it is convenient to think of it as
a way of specifying sets by describing the entities that belong to them. Thus if love(x, Mary) is a formula
of some language, then Azx(love(x, Mary)) describes the set of all things that love Mary. We can then write
Az (love(x, Mary)).John to mean that John is a member of this set (we will also read this as saying that
Joh satisfies the property of being someone who loves Mary, or that this property applies to John).

Clearly, if John is a member of the set of things that love Mary then the claim ‘John loves Mary’ is true,
and vice versa. This equivalence is captured by the rule of F-reduction:

lambda(x, A):t = Ay (B-reduction)!

Montague’s insight was that if you assigned appropriate A-terms as the meanings of words, then you
could obtain meanings of sentences just by applying the meaning of one item to the meaning of another, as
directed by the syntactic relationships between them. To take as simple example as possible, let the meanings
of ‘a’, ‘man’ and ‘sleeps’ be as in Fig. 2.

1 'We write lambda (X, A) rather than the more usual AX (A) because many of the examples below are program input
or output, and this format is easier for a program to manipulate.



a = lambda(P, lambda(Q, exists(X, (P:X & Q:X))))
man = lambda(B, B:lambda(A, man(A))
sleeps = lambda(W, W:lambda(V,exists(U,sleep(U)&agent(U, V)))

s

Fig. 2. Meanings of ‘a’, ‘man’, ‘sleeps’

Suppose we had a dependency tree for ‘A man sleeps’ which said that ‘man’ is a daughter of ‘sleeps’ and
‘a’ is a daughter of ‘man’, and that we decided the way to construct the interpretation of a phrase was by
applying the meaning of its head to the meanings of its daughters.

Then the meaning of ‘A man sleeps’ would be

lambda(W,W:1lambda(V,exists (U, sleep(U)&agent (U, V)))
: (lambda(B,B:lambda(A,man(A)) : lambda (P,lambda(Q,exists (X, P:X & Q:X)))))

This looks completely horrible. But applying a series of g-reductions to it rapidly leads to something
more manageable (the underlined items in this derivation show the variable that is to be bound, where it
occurs in the term, and the item that it is to be substituted for it).

lambda (W,W:1lambda(V,exists (U, sleep(U)&agent (U, V)))

: (lambda (B, B:lambda(A,man(A)) : lambda (P, lambda (@, exists (X, P:X & Q:X)))))
lambda(W,W:1lambda(V,exists(U,sleep(U)&agent (U, V))))

: (lambda (P ,lambda(Q,exists(X, P:X & Q:X))):lambda(4,man(4))))
lambda(W,W:lambda(V,exists(U,sleep(U)&agent (U, V)))):

(lambda(Q,exists (X, lambda(4,man(4)).X & Q:X))))
lambda (W, :lambda(V,exists(U,sleep(U)&agent (U, V)))): lambda(Q, exists (X, man(X) & Q:X))
(lambda (g ,exists (X, man(X)) & §:X))

:lambda (V, exists (U, sleep (U)&agent (U, V)))
exists(X, man(X) & lambda(V,exists(U,sleep(U) &agent(U, V))).X)
exists(X, man(X) & exists(U, sleep(U) & agent(U, X)))

The process of B-reduction looks complex when you first see it, but it can be carried out entirely me-
chanically, and has indeed been used as the basis for a number of programming languages (e.g. LISP, ML,
Scheme, Python). Devising appropriate expressions to stand as the meanings of individual words is, indeed,
rather tricky, and requires a certain amount of both insight and imagination. The pay-off is that once you
have come up with an interpretation of a word, you can use that interpretation anywhere that the word
occurs. A given word makes the same contribution, no matter what context it appears in?. Thus so long as
you can parse a sentence and you know what each word in it means, you can obtain the meaning of the
whole thing just by carrying out S-reduction (which is essentially just string-substitution, and is trivial to
implement and execute). So the meaning of a complex sentence can be computed straightforwardly from the
meanings of the words that appear in it once you have determined its syntactic structure—see Fig. 3 for the
meaning of (6).

2 This claim is slightly undermined by the fact that a given surface form may correspond to a number of different
underlying words, and choosing between these senses may not be entirely trivial.



(6) I know you think the woman who I met in the pub yesterday is a fool.

utt(claim,
exists(A,
event (A, know)
& theta(A,
event,
exists(B,
event (B, think)
& theta(B,
event,
exists(C,
at(C,
exists(D :: {fool(D) & NEW(D)},
exists(E :: {woman(E)
& exists(F :: {past(now, F)},
exists(G,

exists(H :: {pub(H) & KNOWN(H)},
event (G,meet)
& theta(G, object, E)
& theta(G,
agent,
ref (lambda(I, speaker(I))))
& loc(in, G, H)
& yesterday(G))
& aspect (F,simplePast,G)))
& KNOWN(E)},
E=D)))
& aspect(now, simple, C)))
& theta(B, agent, ref(lambda(J, hearer(J))))
& aspect(now, simple, B)))
& theta(A, agent, ref(lambda(K, speaker(K))))
& aspect(now, simple, A)))

Fig. 3. Logical form of (6)

This looks extraordinarily complicated. Constructing it, however, is completely straightforward once you
have the parse tree and the meanings of the indvidual words. Just apply the meaning of the head to the
meaning of the daughters. There is therefore no need to be scared of building logical forms. So long as you
can parse the input text and you have appropriate meanings for words then the logical form will just emerge.

This does, of course, beg two questions. What do you do if you cannot parse the input text, and where
do you get appropriate meanings for words from?

There are three possible reasons why it may not be possible to parse a piece of text:

— Your description of the rules governing the relations between words and phrases may be inadequate.

— The text may just be so long and complex that your parser is swamped, and either takes an unacceptable
amount of time or produces large numbers of analyses, with the intended one buried too deep to find.

— The text may not be well-formed.

These are indeed serious problems for anyone trying to produce logical forms on the basis of the syntactic
relations between items. There are tricks and techniques for recovering from all of them (the first and
third are very similar in practice). These problems, however, all concern the task of detecting the syntactic
relationships between items, and as such they do not undermine the general principles discussed above,
though they may make implementation difficult when trying to handle complex texts.

The task of trying to develop appropriate representations of lexical items is undoubtedly challenging.
Roughly speaking, you have to start by deciding what you would like the meaning of a typical sentence to



look like. If you can then attribute different aspects of this to individual words, you can usually divide the
meaning of the whole into parts which can be glued together to make the whole (see (van Genabith and
Crouch, 1997; Dalrymple et al., 1996) for an elaboration of the idea of ‘glueing’ fragments of a meaning
representation together). Consider again ‘A man sleeps’. Suppose you had decided that

exists(X, man(X) & exists(U, sleep(U) & agent(U, X)))

was what you wanted as the meaning of ‘A man sleeps.’. It is fairly clear which elements of this are contributed
by ‘man’ and ‘sleeps’, namely the fact that there’s a man and the fact that there’s a sleeping event whose
agent is the man.

If we take these prts out of the logical form, we are left with a skeleton like

exists(X, ...X) & ...(X))

In other words, what ‘a’ contributes to the meaning of ‘A man sleeps’ is that there is something, and
that we’re going to supply two pieces of information about that thing, namely what kind of thing it is (which
will come from the noun) and what it did (which will come from the verb).

The notation of the A-calculus lets us specify the order in which these two pieces of information will be
supplied. ‘a’ will combine with the noun first and then with the verb. So the actual logical form is

lambda (P, lambda(Q, exists(X, P:X & Q:X)))

exactly as in Fig. 2.

Where did the idea that exists(X, man(X) & exists(U, sleep(U) & agent (U, X))) come from in
the first place? That has to come from reflection on what kinds of information need to be encoded, and what
kinds of inference need to be carried out. But once you have done that, determining what information is
contributed by each word is fairly routine.

It is worth noting here that this process is easily transferrable between languages. If two languages share
the same sets of lexical classes, then they will give rise to very similar dependency trees. If that is so, exactly
the same mechanisms can be used for building logical forms. It is just as easy to build logical forms for
Arabic, for instance, as it is for English®. Thus we can construct the logical form in Fig. 4 for the Arabic
sentence (7) just by parsing it and reading the interpretation off the parse tree, in exactly the same way as
we did for English examples.

(7)o e eyl 3 s el o A wizsl (atqd alwld n albnt alty drst fy almdrst ktbt aldrs.)

It is possible to obtain a labelled dependency tree from the output of any grammar that lets you identify
the head of a structure (e.g. HPSG, LFG, GPSG, categorial grammar) so these techniques can be employed
for any sentence for which you have an analysis within such a framework.

3 With one minor caveat: many languages allow NPs without determiners, but the interpretation of this construction
varies: English NPs with no determiner have a generic reading, Persian NPs with no determiners have definite
readings, Arabic NPs with no determiners have indefinite readings. You therefore have to supply a language-
specific interpretation for such cases.



utt(claim,
exists(A :: {(w?1?7d(A) & KNOWN(A))},
exists(B :: {(d?7r?s(B) & KNOWN(B))},
exists(C :: {(b?n?t(C)
& (exists(D :: {past(now, D)},
exists(E,
(event (E, d7r7s)
& (theta(E, agent, C)
& (fy(E, B) & aspect(D, simple, E))))))
& KNOWN(C)))},
exists(F :: {(d?r?s(F) & KNOWN(F))},
exists(G :: {past(now, G)},
exists(H,
(event (H, E?7q?7d)
& (theta(H, agent, A)
& (theta(H,
event,
exists(I :: {past(now, I)},
exists(J,
(event (J, k?t7?b)
& (theta(J, agent, C)
& (theta(J, object, F)
& aspect(I, simple, J)))))))
& aspect (G, simple, H)))))))))))

Fig. 4. Logical form for (7)

4 Using logical forms

If you can parse a piece of text, then, you can construct a logical form for it. What can you do with it once
you have done so?
Consider (8):

(8) I am allergic to eggs. Should I avoid eating pancakes?

This is a reasonably straightforward question. What resources would you need in order to answer it?
Firstly, you would need a great deal of basic information: pancakes contain eggs, eating things that
contain foodstuffs that you are allergic to will make you ill, doing things that will make you ill is bad for
you, if something is bad for you then you avoid doing it, ...
Some of this information is reasonably easy to represent. The fact that pancaks contain eggs, for instance,
can be captured by the formula in Fig. 5.

forall(X :: {sort(pancake, X)},
exists(C :: {aspect(now, simple, C)},
event(C, contain) & exists(Y, sort(egg, Y) & theta(C, object, Y)) & theta(C, agent, X)))

Fig. 5. If X is a pancake then it contains an egg

Other elements are extremely difficult to capture. Part of the problem here is that, as noted above,
much of this information is intensional, but we have already seen using the A-calculus allows use to state



relationships between intensional objects. The logical form for ‘Should I avoid eating pancakes?’, for instance,
is as in Fig. 6.

utt(query,
exists(A,
(should(A,
lambda (B,

(event (B, avoid)

& (theta(B,
object,
lambda(C,

exists(D,
(event (D, eat)
& (exists(E :: {sort(pancake, E, F, G)},
theta(D, object, E))
& theta(D, agent, C))))))
& theta(B, agent, ref(lambda(H, speaker(H)))!'1)))))
& aspect(now, simple, A))))

Fig. 6. Logical form for ‘Should I eat pancakes?’

The next problem is that writing rules in logic is very awkward. The rule we will need for expresing the
fact that if something is bad for you then you should avoid doing it is given in Fig. 7.

forall(Y,
forall(X,
(exists(A,
(at (A, sort(Y, “good))
& (for(A, X) & aspect(now, simple, A))))
=> exists(B,
(should (B,
lambda(C,
(event (C, avoid)
& (theta(C, object, Y)
& theta(C, agent, X)))))
& aspect(now, simple, B))))))

Fig. 7. If something is bad for you then you should avoid it

Most people (even logicians) find it hard to write complex rules in logic, and the situation is made worse
by the fact that the rules you have to write have to use the same terms and structures as the terms and
structures used in logical forms. Because, in the examples above, we are using expressions like event (X,
?77) to represent the fact that something is an eating event, we have to make sure that when we mention
an event in a hand-coded rule we use the same kind of expression. The difficulty of bearing all the relevant
conventions in mind when writing rules just makes this task harder.

The worst problem of all, however, is working out just what the relationships between the concepts de-
noted by various constructions in natural language are. Consider the word ‘good’: if you look this word up
in a dictionary, you generally find some rather unhelpful circular definition (e.g. ‘having the right qualities’:



Pocket Oxford Dictionary, ‘of a favorable character or tendency’: Merriam Webster on-line dictionary) fol-
lowed by a large collection of examples. Dictionary entries of this kind provide very little information about
what follows from saying that something is good, or about the circumstances under which you would say
that something is good.

One way to deal with this problem is to tackle it head on. What we want to know is when you should
say that something is good or bad, and what else we would be inclined to accept once we know this. So why
not write down, in natural language, the kinds of things that we want to be able to reason with?

(9) eating P will make X ill if X is allergic to P
X is dangerous for Y if X will make Y ill

X is bad for Y if X is dangerous for Y

X should avoid Y if Y is bad for X

po o

The rules in (9) are basic commonsense knowledge about very common words. By and large, conclusions
that someone arrived by using these rules would be sensible, and anyone who did not have access to this
kind of information could hardly be said to understand English.

Using natural language to write down the necessary knowledge about how words and concepts are related
helps overcome the problems listed above:

— They are fairly easy to write. You do not have to become fluent in some complex formal language, and
you do not have to familiarise yourself with the way that that language is being used, in order to add
new rules. Just write them down in natural language.

— There is no risk that the terminology used for the logical forms derived for rules will differ from the
terminology used for logical forms derived from general discourse. The same mechanisms will be used
for both, so there is no possibility of inconsistency in the use of terminology.

— The rules say what is needed. In most cases, these rules will not constitute a ‘definition’, in the sense of
a set of necessary and sufficient conditions for the use of a word. Instead they license specific inferences.
It may, in fact, be the case that there is nothing more to be said about what a word means: that the
meaning of a word is determined by its relations with other words. These relations may or may not
provide a complete and precise set of constraints. They may, rather, constitute a set of ‘semantic traits’
(Cruse, 1986). Whether or not there is, indeed, more to the meaning of a word than that, certainly
providing rules like these will support the derivation of a range of appropriate inferences.

5 Conclusions

Is there any alternative? It is clear that the ability to respond to (8) by saying ‘Yes’ (or, better, by saying
‘Yes, because pancakes contain eggs, and if you are allergic to eggs then eating things which contain eggs will
make you ill’) is highly desirable. A system that cannot do this cannot be said to understand the sentences
that make up (8). It is equally clear that in order to do this, you have to be able to extract the relevant
elements of your knowledge and construct a chain of inference from them. So if there is to be an alternative
to the approach outlined here, it has to involve an alternative notion of inference.

It may well be, of course, that the specific logical forms outlined above are inadequate to the task. Indeed,
the forms given here are inadequate: they were obtained by a system that follows Konrad et al. (1996) in
allowing a variety of different forms to be obtained from a given tree by attaching ‘codes’ to words and modes
of combination, and then using different codebooks to obtain different interpretations. This approach lets you



construct logical forms which contain different amounts of detail, depending on the task you want to perform.
Simple, coarse-grained interpretations are often useful for exposition (as here). More importantly, it is easier
to reason about simple interpretations than about complex ones. It might, for instance, be convenient to use a
simple representation for disambiguating a sentence, and then build a more detailed one for using the chosen
reading for some more complex task. The suggestion that the logical forms given above are not complex or
detailed enough, however, does not undermine the thesis that building logical forms and reasoning about
them is the right approach to semantics. It just indicates that we need to develop more detailed logical forms,
probably alongside improvements in our inference engines to cope with the extra complexity.

The only alternative is to define rules of inference that operate directly on texts. The textual entailment
program (Dagan et al., 2005) is an attempt to follow this path. Any such attempt will, inevitably, have to
cope with quantification. If you cannot infer ‘Socrates is mortal’ from ‘All men are mortal’ and ‘Socrates
is a man’ then you are not going to be able to handle more interesting discourses such as (8). There will,
inevitably, be a temptation to start introducing rules like Fig. 8.

All Ps are Qs
XisaP
XisaQ

Fig. 8. Basic syllogism

Once you start introducing rules like this, the next obvious step is to normalise away various aspects of
the surface form of the text. It would be extremely irritating, for instance, to have the rules in Fig. 9 as well.

All Ps are Qs All Ps are Qs All Ps are Qs
ITama P You are a P X was a P
ITam a Q You are a Q X was a Q

Fig. 9. Overspecific inference rules

The obvious way round this is to eliminate irrelevant aspects of the surface form, so that Fig. 9 would
become Fig. 10.

All P be Q
X be P
X be Q

Fig. 10. Generalised syllogism

But this is exactly the route that led from Aristotle to the development of modern formal logic. Con-
structing logical forms is, exactly, the process of abstracting away from elements of the surface form that
do not help you to decide which patterns are applicable. It thus seems very likely that attempts to make
textual entailment more general and robust will lead to exactly the same end result. The key to constructing
appropriate (linguistic or extra-linguistic) responses is inference: the only real question is not whether you
make meaning representations that allow you to perform inference, but whether you do it well or badly.
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Abstract: The paper first introduces the basics of Machine Translation SMT and then
explains the main ideas of the two currently used techniques for Statistical (SMT) namely:
hierarchical phrase based and syntax based. The paper concludes by comparing the
performances of the systems developed using different techniques presented.

Introduction

This paper is a sort of a literature reviews paper with emphasis on the current techniques
used in the Statistical Machine Translation (SMT) community. The main objective of
presenting this paper is to give a brief and simplified introduction to the topic. The paper
first introduces the basics of (SMT) and then explains the main ideas of the two currently
used techniques for SMT namely: hierarchical phrase based and syntax based.

The SMT basics cover the theory on which SMT is based, the language model, the translation
model and decoding. The language model is based on constructing n-grams from
monolingual corpus while the translation model is based on computing sets of probabilities
that relates the source and target languages. There is strong relationship between the
computations of these sets of translation probabilities and word alignment of bilingual
corpora. Word alignment is the corner stone of building translation models. There are two
main categories for word alignment: heuristic and statistical models. The translation models
started by word based models that are well known as IBM models. The phrase translation
model was then introduced and over performed the word based models. Once the language
and translation models are built, they are used by a program called decoder which uses
Artificial Intelligence search techniques to find the best translation of a given source
sentence into a target sentence.

Recently the hierarchical and syntax based models are the ones dominating the area of SMT.
The hierarchical phrase based SMT is based on a synchronous CFG, also known as a syntax-
directed transduction grammar. In a synchronous CFG the elementary structures are rewrite
rules with aligned pairs of right-hand sides and the decoding process can be described as a
derivation from the source sentence using a synchronous CFG rules extracted from aligned
words of a bilingual corpus. The syntax based SMT idea is established on parsing the target
side of a bilingual corpus, aligning the words of both sides, and then developing translation
rules that relate words, phrases, and sentences of the source language with the parse trees
of the target language. This set of translation rules is the translation model of the syntax
based SMT. The decoding process of the syntax based SMT is building a parse tree for the
target sentence given a source sentence using the translation rules.

The second section will present the SMT basics while the third and forth sections will
describe briefly the two currently used techniques mentioned here above. The last section
concludes the paper by comparing the performances of the systems developed using the
techniques presented in the paper and provides public domain resources that can used by
interested audiences.



Statistical Based Machine Translation Basics [Brown et al., 1993]
Given a foreign sentence f, we seek the native sentence e that maximizes the probability
P(e | f), the “most likely” translation. This is written as:

argmax P(e | f) (1)
e
Read this argmax as follows: “the native sentence e, out of all such sentences, which yields
the highest value for P(e | f).

Using Bayes Rule, we can rewrite the expression for the most likely translation:

argmax P(e | f) = argmax P(e) * P(f | e)/p(f) (2)
e e
P(f) can be considered as a constant here and hence can be taken out. That means the most
likely translation e maximizes the product of two terms:

1. The chance that someone would say e in the first place, p(e) and
2. if he did say e, the chance that someone else would translate it into f, p(f|e).

Handling statistical machine translation like this is inspired from the noisy channel metaphor
used for a lot of engineering problems, like actual noise on telephone transmissions. The
noisy channel works like this. We imagine that someone has e in his head, but by the time it
gets on to the printed page it is corrupted by “noise” and becomes f. To recover the most
likely e, we reason about (1) what kinds of things people say e in English for example, and (2)
how e in English gets turned into f, in French for example.

If we reason directly about translation using P(e | f), then our probability estimates have to
be very good. On the other hand, if we break things apart using Bayes Rule, then we can
theoretically get good translations even if the probability numbers are not that accurate.
Suppose we assign a high value to P(f | e) only if the words in f are generally translations of
words in e. The words in f may be in any order: we don't care. For example, if the string “the
boy runs” passes, then “runs boy the” will also pass. Some word orders will be grammatical
and some will not. Now let's talk about P(e). Suppose that we assign a high value to P(e) only
if e is grammatical. So, the factor P(e) will lower the score of ungrammatical sentences. In
effect, P(e) worries about English word order so that P(f | e) doesn't have to. That makes
P(f|e) easier to build than p(e|f). In effect, those two probabilities, p(e), and p(f|e),
represent two of the challenges of statistical machine translation. The first challenge is
estimating the language model probability. The second one is estimating the translation
model probability. There is another challenge which is finding the translation that maximizes
the product of those two probabilities which is called decoding in the SMT terminology. The
process of finding this translation is in fact an optimal search problem. This is not easy in real
life translation so the target would be using a suboptimal search algorithm [Brown et al,
1993]. By this, the research challenges of statistical machine translation are building the
language model, building the translation model, and decoding. Each of those challenges will
be discussed in more details in later sections.

Language Model [Manning and Schutze, 1999]

We need to build a machine that assigns a probability P(e) to each English sentence e. This is
called a language model. A simple idea is just to record every sentence that anyone ever says
in English, in a database say one billion utterances. If the sentence “how's it going?” appears
76,413 times in that database, then we say P(how's it going?) = 76,413/1,000,000,000 =
0.000076413. One big problem is that many perfectly good sentences will be assigned a P(e)
of zero, because we have never seen them before. People seem to be able to judge whether
or not a string is belonging to a certain language without storing a database of utterances.



This seems to be done by breaking the sentence down into components. If the components
are good, and if they combine in reasonable ways, then we say that the string is in this
language. Word substring is called an n-gram. If n=1, we say unigram. If n=2, we say bigram.
If n=3, n we say trigram. For example the trigram language model is the set of the
probabilities for all words x, y, and z in a monolingual corpus computed using the following
formula:

p(z | x y) = number-of-occurrences (“xyz”) / number-of-occurrences (“xy”)

(3)

The probability p(e) of a sentence e composed of n-words €. € , to be grammatically
correct based on the trigram model, is calculated using the following formula:

pe)= [ [P(e e .e.) (4)
i=1

N-gram models can assign non-zero probabilities to sentences they have never seen before.
The only way you'll get a zero probability is if the sentence contains a previously unseen
trigram if we are 3-gram model. In that case, we can do smoothing. If “z” never followed
“xy” in our text, we might further wonder whether “z” at least followed “y”. If it did, then
maybe “xyz” isn't so bad. If it didn't, we might further wonder whether “z” is even a
common word or not. If it's not even a common word, then “xyz” should probably get a low
probability. Therefore, there is a need to combine more than one type of n-gram; 1-gram, 2-
gram, 3-gram, and a constant in order to have a smoothed language model. Instead of
using the simple trigram formula given in equation (3) we can use this smoothed formula to

compute the language model:

p(z | xy) = 0.95*number-of-occurrences (“xyz”) / number-of-occurrences (“xy”) +
0.04*number-of-occurrences (“yz”) / number-of-occurrences (“z”)+ 0.008 * number-
of-occurrences (“z”) / total-words-seen + 0.002

(5)

It's handy to use different smoothing coefficients in different situations. You might want
0.95 in the case of xy(z), but 0.85 in another case like ab(c). For example, if “ab” doesn't
occur very much, then the counts of “ab” and “abc” might not be very reliable. Notice that
as long as we have that “0.002” in there, then no conditional trigram probability will ever be
zero, so P(e) will never be zero. That means we will assign some positive probability to any
string of words, even if it's totally ungrammatical.

Translation Model
In statistical machine translation it is necessary to model the translation probability P(fl e).

Most SMT models (Brown et al., 1993; Vogel et al., 1996) try to model word-to-word
correspondences between source and target words using an alignment mapping from source
position to target position. The word alignment models are often the basis and/or the
starting point of all types of statistical machine translation systems: single-word-based
statistical machine translation systems [Berger et al. 1994; Wu 1996; Wang and Waibel

1998; NielSen et al. 1998; Garc'1a-Varea, Casacuberta, and Ney 1998; Och, Ueffing, and Ney
2001; Germann et al. 2001], phrase-based statistical machine translation [Och and Weber
1998; Och, Tillmann, and Ney 1999], example-based translation systems [Brown 1997],
syntax based statistical machine translation [Yamada and Knight 2001], and hierarchical
based translation [Chaing 2007].



Word Alignment

There are two general approaches to computing word alignments: heuristic models and
statistical alignment models. In the following, we describe both types of models and
compare them from a theoretical viewpoint.

Heuristic Models: Considerably simpler methods for obtaining word alignments use a
function of the similarity between the types of the two languages (Och and Ney 2003; Ker
and Chang 1997). Frequently, variations of the Dice coefficient (Dice 1945) are used as this
similarity function. For each sentence pair, a matrix including the association scores between
every word at every position is then obtained:

dice(i, j) = 2*C(ei, fj)/C(es) - C(f}) (6)

C(e, f) denotes the co-occurrence count of e and f in the parallel training corpus. C(e) and
C(f ) denote the count of e in the target sentences and the count of f in the source
sentences, respectively. From this association score matrix, the word alignment is then
obtained by applying suitable heuristics. One method is to align fj with ejwith the largest
association score.

Statistical Alignment Models: In statistical machine translation, we try to model the
translation probability P(f |e) which describes the relationship between a source language
string f and a target language string e. We can rewrite the probability P(f|e) by introducing
the 'hidden' alighments a to be:
n
P(f,ale)= Z P(f,ai|e) (7)
1

where n is the possible number of alignments of source to target sentences words

In general, the statistical model depends on a set of unknown parameters 8 that is learned
from training data. To express the dependence of the model on the parameter set, we use
the following notation:

P(f,ale) = po(f,ale) (8)

In case of the statistical alignment model, the model has to describe the relationship
between a source language string and a target language string adequately. To train the
unknown parameters 6, we are given a parallel training corpus consisting of S sentence pairs
{(fs, es) :s=1, ..., S}. For each sentence pair (fs, es), the alignment variable is denoted by a.
The unknown parameters 6 are determined by maximizing the likelihood on the parallel
training forpus:

0= arégmax IT Z po(fs,ales) )

s=1 a

Typically, for this model, the expectation maximization (EM) algorithm (Dempster, Laird, and
Rubin 1977) or some approximate EM algorithm is a useful tool for solving this parameter
estimation problem. Although for a given sentence pair there is a large number of
alignments, we can always find a best alignment:

A

a = argmax po(fs,a|es) (10)
a



In effect the statistical model parameters represent the translation models of statistical
machine translation systems such as those described in Brown, Della Pietra, Della Pietra, and
Mercer (1993).

Comparison of Heuristic Models and Statistical Models: The main advantage of the
heuristic models is their simplicity. They are very easy to implement and understand.
Therefore, variants of the heuristic models described above are widely used in the word
alignment literature. One problem with heuristic models is that the use of a specific
similarity function seems to be completely arbitrary. The literature contains a large variety of
different scoring functions, some including empirically adjusted parameters. Ina
comparative study of alignment models conducted by Och and Ney(2003), it was found that
the approach of using statistical alignment models is more coherent as the general principle
for coming up with an association score between words results from statistical estimation
theory, and the parameters of the models are adjusted such that the likelihood of the
models on the training corpus is maximized.

Word Based Translation Models

The most widely used word based translation models are the five models introduced by IBM
and described in [Brown et al. 1993]. The following paragraphs present briefly these five
models.

The first statistical translation model introduced was IBM model-1 [Brown et al. 1993]. This
model was based on building all possible alignments between words in the source sentence
and words in the target sentence, computing the translation probabilities of foreign words
given native words t(f| e), maximizing these probabilities iteratively using EM algorithm
[Dempster et al. 1977].

IBM2 is similar to IBM1, they both use the same training algorithm but IBM2 use two
probabilities instead of one. IBM2 depends upon the translation probability in addition to
the distortion probability. The distortion probability is the probability that the source
language word at position j is aligned to the target language word at position | given the
lengths of both the source and target languages sentences d(j|I,m, |) where m, and | are the
lengths of the source and target languages.

IBM3 uses the same probabilities as model2 in addition to the fertility probability n(@|ei)
which means that the word ei in the target sentence is mapped to EEwords in the source
sentence. Another difference is how the distortion and fertility probabilities for e0 are
treated. The e0 purpose is to account for those words in the source string that cannot
readily be accounted for by other words in the target string.

Model 4 is modifications of model 3 to account for translating words in a target string
constituting phrases as units into source string. Sometimes, a translated phrase may appear
at a spot in the source string different from that at which the corresponding target phrase
appears in the target string. The distortion probabilities of Model 3 do not account well for
this tendency of phrases to move around as units. Movement of a long phrase will be much
less likely than movement of a short phrase because each word must be moved
independently.

Both Model 3 and Model 4 ignore whether or not a source position has been chosen. In
addition, probability mass is reserved for source positions outside the sentence boundaries.
For both of these reasons, the probabilities of all valid alignments do not sum to unity in
these two models. Such models are called deficient [Brown, et al., 1993). Model 5 is a
reformulation of Model 4 with a suitably refined alignment model to avoid deficiency.



Phrase Based Translation Model

The basic idea of phrase-based translation is to segment the given source sentence into
phrases, then translate each phrase and finally compose the target sentence from these
phrase translations. Given a sentence pair and a corresponding word alignment, phrases are
extracted following the criterion in [Och and Ney 2004]. A phrase (or bilingual phrase) is any
pair of m source words and n target words that satisfies two basic constraints:

1. Words are consecutive along both sides of the bilingual phrase,
2. No word on either side of the phrase is aligned to a word out of the phrase.

It is infeasible to build a dictionary with all the phrases. That is why the maximum size of any
given phrase is limited. Also, the huge increase in computational and storage cost of
including longer phrases does not provide a significant improve in quality [Kohen et al. 2003]
as the probability of reappearance of larger phrases decreases. The phrases of length X or
less (usually X equal to 3 or 4) . Then, phrases up to length Y (Y greater than X) are added if
they cannot be generated by smaller phrases [Crego et al. 2005]. Given the collected phrase
pairs, the phrase translation probability distribution is estimated by relative frequency:

P(f|e) = N(f, e)/ N(e) (11)
Where N(f,e) means the number of times the phrase f is translated by e.

Decoding

The decoding process is actually a search problem. In general, the search problem for
statistical MT even using only Model 1 of Brown et al. (1993) is NP-complete (Knight 1999).
Therefore, it is not expected to develop efficient search algorithms that are guaranteed to
solve the problem without search errors. Hence, the art of developing a search algorithm lies
in finding suitable approximations and heuristics that allow an efficient search without
committing too many search errors. It should be possible to translate a sentence of
reasonable length within a few seconds of computing time. The search algorithm should be
able to scale up to very long sentences with an acceptable computing time.

To meet these aims, it is necessary to have a mechanism that restricts the search effort. Och
and Ney [2004] accomplished such a restriction by searching in a breadth-first manner with
pruning: beam search. In pruning, the set of considered translation candidates (the “beam”)
are only to the promising ones. [Och and Ney 2004]

Many of the other search approaches suggested in the literature do not meet the described
aims. According to Och and Ney [2004]:

e "Neither optimal A* search (Och, Ueffing, and Ney 2001) nor optimal integer
programming (Germann et al. 2001) for statistical MT allows efficient search for long
sentences.

e Greedy search algorithms (Wang 1998; Germann et al. 2001) typically commit severe
search errors.

e Other approaches to solving the search problem obtain polynomial time algorithms by
assuming monotone alignments (Tillmann et al. 1997) or imposing a simplified
recombination structure (NieBen et al. 1998). Others make simplifying assumptions
about the search space (Garc’ia-Varea, Casacuberta, and Ney 1998; Garc’ia-Varea et al.
2001), as does the original IBM stack search decoder (Berger et al. 1994). All these
simplifications ultimately make the search problem simpler but introduce fundamental
search errors."



Hierarchical Phrase Based Statistical Machine Translation

Chiang [2005] modeled the hierarchical phrase based SMT based on a synchronous CFG,
elsewhere known as a syntax-directed transduction grammar (Lewis and Stearns 1968). In a
synchronous CFG the elementary structures are rewrite rules with aligned pairs of right-
hand sides:

X = _y,0,~
where X is a nonterminal, y and a are both strings of terminals and nonterminals, and ~is a
one-to-one correspondence between nonterminal occurrences in y and nonterminal
occurrences in a. For example, if we have the following Arabic sentence?

Hllall) L) oS me Auba shy lESe Ll ) JaSIAl DB (e Baad g oa Ll il
and its English translation is
Australia is one of the few countries that have diplomatic relations with North Korea

We can formalize the following synchronous CFG rule:

X = <X12 X2 G ed X3ee Xa, X1is Xathat have Xawith Xa> (12)

Indices are used to indicate which nonterminal occurrences are linked by ~. The
conventional phrase pairs would be formalized as:

X — < Wl il Australia> (13)
X — < LS 4Ll North Korea> (14)
X — < cldde dule by diplomatic relations> (15)
X — <saalg e 23U JBE ) one of the few countries > (16)

Two more rules complete our example:
S—< S1X,,S1X,> (17)
S—< X, X1 > (18)

A synchronous CFG derivation begins with a pair of linked start symbols or a single start
symbol. For an example using these rules, the following is the derivation for the above
sentence and its translation:

<S>—< X1, X1>

— < X112 X2 e Xs@e Xa, X1is Xz2that have Xawith Xa>

— < Wl il a Xy S WlXs, e Xa , Australiais X2 that have Xs with Xs>

— < Wl ) e sas) g e a3l J33El ) I X3, ae Xa ,Australia is one of the few countries that
have X3 with X4>

— < Ll il e 3as) 5 e a3l DN ) Ll cl8le dpule sl aa X4, Australia is one of the few
countries that have diplomatic relations with Xs>

— < Wl il e Bas) 5 e a3l DN ) L] cl8Ble dpala sl aa LS Adleld) | Australia is one of
the few countries that have diplomatic relations with North Korea>

The bulk of the grammar consists of automatically extracted rules. The extraction process
begins with a word-aligned corpus: a set of triples (f, e, ~) where f is a source sentence, e is a
target sentence, and ~ is a (many-to-many) binary relation between positions of f and
positions of e. The word alignments can be obtained by running GIZA++ (Och and Ney 2000)



on the corpus in both directions, and forming the union of the two sets of word alignments.
A set of rules can then be extracted from each word-aligned sentence pair. These rules are
consistent with the word alignments. This can be thought of in two steps. First, initial phrase
pairs are identified using the same criterion as most phrase-based systems (Och and Ney
2004), Second, in order to obtain rules from the phrases, phrases that contain other phrases
are recognized and the subphrases are replaced with nonterminal symbols.

Given a French sentence f, a synchronous CFG will have, in general, many derivations that
yield f on the French side, and therefore (in general)many possible translations e. Chiang
[2007] defined a model over derivations D to predict which translations are more likely than
others. Following Och and Ney (2002), he departed from the traditional noisy-channel
approach and used a more general log-linear model over derivations D:

P(D) o< I1,i(D)" (19)
where the ¢i are features defined on derivations and the Ai are feature weights. One of the
features is an m-gram language model PLM(e); the remainder of the features are defined as
products of functions on the rules used in a derivation. The factors other than the language
model factor can be put into a particularly convenient form. A weighted synchronous CFG is
a synchronous CFG together with a function w that assigns weights to rules. This function
induces a weight function over derivations:

w(D) = IT w(X > <y,a>) (20)
(X>_y,0.)ED
If we define
W(X 2> <y,a>) =TI ¢@i(X __y,a_ )i (21)
| /=LM

then the probability model becomes

P(D) o PLm(e)- x w(D) (22)

It is easy to write dynamic-programming algorithms to find the highest-weight translation or
k-best translations with a weighted synchronous CFG.

In brief, the decoder proposed by Chiang [2007] is a CKY (Cocke-Kasami-Younger) parser
with beam search together with a postprocessor for mapping source language derivations to
target language derivations. Given a source sentence f, it finds the target sentence yield of
the single best derivation. For more details on the decoding process reader can refer to
[Chaing 2007].

Syntax Based Statistical Machine Translation

The syntax based SMT idea is established on parsing the target side of a bilingual corpus,
aligning the words of both sides, and then developing translation rules that relate words,
phrases, and sentences of the source language with the parse trees of the target language.
This set of translation rules is the translation model of the syntax based SMT. The decoding
process of the syntax based SMT is building a parse tree for the target sentence given a
source sentence using the translation rules.

Yamada and Knight [200]) presented a syntax-based translation model that statistically
models the translation process from an English parse tree into a foreign language sentence.



They conducted a small-scale experiment to compare the performance with IBM Model 5, and got
better alignment results.

The GHKM extractor [Galley et al. 2001] learns translation rules from an aligned parallel
corpus where the target side has been parsed. This corpus is conceptually a list of tuples of
<source sentence, target tree, bi-directional word alignments> which serve as training
examples. Now we have a precise problem statement: learn the set of rules BIA(S; T). It is not
immediately clear how such a set can be learned from the triple (S; T;A). Fortunately, these
rules can be inferred directly from a structure called an alignment graph. Formally, the
alignment graph corresponding to S, T, and A is just T, augmented with a node for each
element of S, and edges from leaf node t @ T to element s & S iff A aligns s with t. In the
example presented in Galley et al. [2004] paper they assumed that the alignment graph is
connected, i.e. there are no unaligned elements. It turns out that it is possible to
systematically convert certain fragments of the alignment graph into rules of BA(S; T). A
fragment of a directed, acyclic graph G, is defined to be a nontrivial subgraph G’ of G such
that if a node nis in G’ then either n is a sink node of G’ (i.e. it has no children) or all of its
children are in G’ (and it is connected to all of them). To demonstrate this idea | will give an
example from English to Arabic which is the same one given in [Galley et al., 2004] but it was
from English to French. Figure 1 describes the alighment graph for the sentence "He does
not go" and its translation to Arabic

NP{ s } P{al cady
Pl
P,RN{J“} {} A%JX{(J}RlB VB({ a3
He{ s } {#}does {allnot,  go{w»y}
A} ar iy

Figure 1- An alignment graph. The nodes are annotated with their spans
In Figure 2, we show two examples of graph fragments of the alignment graph of Figure 1.

The span of a node n of the alignment graph is the subset of nodes from S that are reachable
from n. A span is said to be contiguous if it contains all elements of a contiguous substring of
S. The closure of span(n) is the shortest contiguous span which is a superset of span(n). The
alignment graph in Figure 1 is annotated with the span of each node. Take a look at the
graph fragments in Figure 2. These fragments are special: they are examples of frontier
graph fragments [Gallet et. al. 2006]. A frontier graph fragment of an alignment graph G is
defined to be a graph fragment such that the root and all sinks are in the frontier set. Nodes
of G whose spans and complement spans are non overlapping form the frontier set F € G.
The complement span of n is the union of the spans of all nodes n’ in graph G that are
neither descendants nor ancestors of n. Frontier graph fragments have the property

VP{al s} Input : & VB
Output: VP
AUX{ &1} RB{ &} VB{ waly) AU 5 ”
does{ &1} not{ } gof wai) does not
A cady { cal)
S{ s alcud} Input: NP VP
{s»} NP VP{ o s } Output: S
x1 x2




Figure 2 Two frontier graph fragments and the rules induced from them

that the spans of the sinks of the fragment are each contiguous and form a partition of the
span of the root, which is also contiguous. This allows the following transformation process:

1. Place the sinks in the order defined by the partition (i.e. the sink whose span is the first
part of the span of the root goes first, the sink whose span is the second part of the span
of the root goes second, etc.). This forms the input of the rule.

2. Replace sink nodes of the fragment with a variable corresponding to their position in the
input, then take the tree part of the fragment (i.e. project the fragment on T). This forms
the output of the rule.

The syntax SMT translation model is the set of rules extracted from the alignment graph.

The decoding process is to construct a parse tree of the target sentence given the source
sentence and the translation model. The rules extracted can be given certain probabilities.
More than one tree can be generated and the most probable tree is to be selected by the
decoder.

Concluding Remarks

This paper was intended to give a general introduction to the topic of SMT with emphasis on
the techniques that are currently used. The SMT community provides a lot of resources for
interested scientists such that they can advance this area more. | will present here the
resources that are widely used by the SMT community. GIZA++! is an extension of the
program GIZA (which was part of the SMT toolkit EGYPT) that was developed during a
summer research workshop in 1999 at the Center for Language and Speech Processing at
Johns Hopkins University (CLSP/JHU). Giza++ is used by many scientists to build the
translation model of a word based SMT. It produces as output words alignment of parallel
corpus that can be used further by other advanced systems. This tool can be downloaded
freely from the web. Language models can also be built using free available software from
Carnegie Melon University (CMU) and Stanford Research Institute (SRI).The CMU-Cambridge
Statistical Language Modeling toolkit is a suite of UNIX software tools to facilitate the
construction and testing of statistical language models®. SRILM is a toolkit for building and
applying statistical language models (LMs), primarily for use in speech recognition, statistical

! http://www.fjoch.com/GIZA++.html

2 http://mi.eng.cam.ac.uk/~prc14/toolkit.html
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tagging and segmentation, and machine translation®. There are a set of decoders available
for free. The word based decoder is REWRITE. The phrase based decoders are Pharaoh* and
Moses®. Moses decoder is used extensively nowadays to build baseline systems for
scientists working on enhancing SMT systems. The decoders for hierarchical based SMT and
syntax based SMT have not been availed yet as open source.

For readers who are interested to have a look at the scores of SMT systems developed in the
research and industrial community, the National Institutes of Standards and Technology
(NIST) annual competition® .

There is a need to build capacity in this are at the national level for SMT as the research in
this area is very expensive. It needs a lot of language, human, and computational
resources.
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Abstract:

his paper sheds light on four axes. The first axis deals with the levels of corpus analysis e.g.

morphological analysis, lexical analysis, syntactic analysis and semantic analysis. The
second axis captures some attempts of Arabic corpora analysis. The third axis demonstrates
different available tools for Arabic morphological analysis (Xerox, Tim Buckwalter, Sakhr and
RDI). The fourth axisis the basic section in the paper; it deals with the morphological analysis of
ICA. It includes. selecting and describing the model of analysis, pre-analysis stage and full text
analysis stages.

1. Introduction:

It can be said that corpus analysis highly depamdthe availability of previous
history of the analysis, because information widitidive solutions in one stage, are
used in the next stages of the analysis . The ntiffarence between creating and
analyzing a corpus is that while the creator obguas has the option of adjusting
what is included in the corpus to compensate fgr @mplications that arise during
the creation of the corpus, the corpus analysbigronted with a fixed corpus, and
has to decide whether to continue with the analgsien if the corpus is not entirely
suitable for analysis, or find a new corpus altbge{Meyer, 2002).

It is important, first of all, to begin the procesgh a very cleagoal in mind; that
the analysis should involve more than a simpleigtoof linguistic features. Also, it
is necessary to select the appropriate corpusrfalysis: to make sure, for instance,
that it contains the right types of texts for thealgsis and that the samples to be
examined are lengthy enough. Also, if more than ampus is to be compared, the
corpora must be comparable, or else the analydisnet be valid. After these
preparations are made, the analyst must find theoppate software tools to conduct
the study, code the results, and finally subjeaséhresults to the appropriate
statistical tests. If all of these steps are fobdwthe analyst can rest assured that the
results obtained are valid and the generalizatibasare made have a solid linguistic
basis (Meyer, 2002).



2. Levels of corpus analysis:

Linguistic analysis has more than one level of ysial such as morphological
analysis, lexical analysis, syntactic analysis g and semantic analysis. The focus
of corpus analysis is empirical, whereas the imetgtion can be either qualitative or
quantitative.

Morphological analysis is the most basic type of linguistic corpus analysi
because it forms the essential foundation for &rrtlgpes of analysis (such as syntactic
parsing and semantic field annotation), and becéusea task that can be carried out
with a high degree of accuracy by a computer. Tie & morphological analysis of
corpora is not only to assign to each lexical imithe text a code indicating its part of
speech, but also to indicate other morphologicdbrmation. There are many
morphological dimensions for describing verbs, roand particles. Consequently, the
morphological tag can either be extended to incladle morphological features
(including additional features such as transitiviperfectness and voice for verbs,
number, gender and derivation for nouns and agugititin for particles), or contracted
to include only the main morphological tags andeotmorphological features are
indicated separately (see Al-Sulaiti & Atwell, 2001

There are two main approaches in morphological g¢ioe and analysis;
namely the Two-level approach (Non-concatenative approach) taedConcatenative

approach. The two-level approach defines two lewélstrings; lexical strings which
represent morphemes, and surface strings whiclkesept surface forms.

The two-level approach views the Arabic word veti; as a composition of two
layers; root and pattern. In Arabic, for instanitere is a clear sense that the forms in
table 1 are morphologically related to one anotakhough they do not share isolable
strings of segments in concatenated morphemes:

Word Gloss
(kataba)—< He write
(makotuwb)— 5%« Written
(kutub) =& Books
(kutiba) & Be written
(kitab) <ls Book
(kut~Ab) & Writers/Quran schoo
(kAtib) s Writer

Table 1: variant words related to each other.

The Concatenative morphology, which appears almeastusively in the more
familiar languages, involves prefixation or suftiwam only. In other words, morphemes
are discrete elements linearly concatenated atighe or the left end of the base of the
morphological operation (Hockett,1947). Althougte thoncatenative approach cannot
predict the word-pattern automatically, it compeaesafor this by keeping a large
database of Arabic lexemes with their related mfation including word-patterns.



Hence, the input word passes through less cometicatocessing than in the two-level
approach.

Lexical analysisis the process of taking an input string of chanacand producing a
sequence of symbols called "lexical tokens", whichy be handled easily by lexical
analyzers (parsers, programs of lexical analydibese analyzerbave two phases of
analysis; i.e. the scanning phase and tokenizaih@se, the process of determining and
classifying a clause into tokens.

In Syntactic analysisthe linear sequence of tokens is replaced by adimreeture
through building a parse tree in order to define lBnguage’s syntax according to the
rules of formal grammar , and generate, or transfiie parse tree. Parsing is also crucial
in various applications in natural language proogssncluding text-to-speech synthesis,
and machine translation (Patten, 1992).

Semantic analysigs one of the most important levels of analysis. lis tavel, the
semantic information is added into the parse tiee,symbol table is built, and finally
semantic checks are performed. Logically, semaamtiglysis intermediates the parsing
phase and the code generation phase becauseiregeguomplete parse tree. In machine
learning, the semantic analysis of a corpus istdk of building structures that capture
concepts from a large set of documents. It doesgeaerally involve prior semantic
understanding of the documents.

3. Some attempts of Arabic corpora analysis:

CLARA (Corpus Linguae Arabicae): The ultimate goal of this project is
building a balanced and annotated corpus. The ahaot should be done for
morphological boundaries and Part Of Speech (PS&)e tools and databases are built
for the sake of the analysis stage; for instancetraming corpus with marked
morphological boundaries consisting of 100,000 wprd database of strings with
marked morphological boundaries and another trgisorpus with annotation of parts
of speech. Currently, the analyzed size of thipesiis about 15,000 words. The parts of
speech tagset is based on the EAGLES recommensfation

The Penn Arabic Treebank: is a corpus of one million words of Arabic.
Treebank is designed to support the developmedats#-driven approaches to natural
language processing (NLP), human language techieslogutomatic content extraction
(topic extraction and/or grammar extraction), cHosgual information retrieval,
information detection, and other forms of lingustiesearch on Modern Standard
Arabic (MSA) in general. There are two distinct pbs of analysis in the Penn Arabic
Treebank; namely, Part-of-Speech (POS) tagging Aaabic Treebanking (ArabicTB)
(Abdelali, 2004).

Prague Arabic Dependency Treebankis a project of analyzing large amounts
of linguistic data in Modern Written Arabic in tesnof the formal representation of
language that originates in the Functional Generadescription (Sgall et al. 1986,
Sgall & Hajicova 2003). Prague Arabic Dependency Treebank (PAIDEls not only

! http://www.ilc.pi.cnr.it/




consist of multi-level linguistic annotations oktiModern Standard Arabic, but it even
has a variety of unique software implementatiorsighed for general use in Natural
Language Processing (NLP).

The linguistic analysis takes place in three staghe morphological level
(inflection of lexemes), the analytical level (fagé syntax), and the tectogrammatical
level (underlying syntax) (Smrz, 2004). The morplgidal level of PADT has for long
been the same as that available in Penn Arabido@irde Part 2. However, PADT has
adopted the way of Buckwalter Arabic Morphologiéalalyzer

4. Existing Arabic Morphological analyzers:

There are many morphological analyzers for Arabamne of them are available
for research and evaluation while the others aoprmtary commercial applications.
Among those known in the literature are Xerox Acablorphological Analysis and
Generation (Beesley, 1998a,2001), Buckwalter AraMorphological Analyzer
(Buckwalter, 2002), Sakhr and RDI Arabic Morphatad Analyzer.

Xerox Morphology: is “based on solid and innovative finite-statehtemlogy”
(Dichy & Fargaly, 2003). It adopts the root-andtpat approach and includes 4,930
roots and 400 patterns, effectively generating @@ $tems. Its main advantage is that
it is rule based with wide coverage. It also retautss vowel marks and provides an
English glossary for each word. At Xerox, the tneamt of Arabic starts with a lexc
grammar where prefixes and suffixes concatenatstems in the usual way, and
where stems are, similarly, represented as a cemai@dn of a root and a pattern
(Beesley, 1998a & b).

The system includes morelassical entries, and lacks more grammar-lexis
specifications. Additional disadvantages of Xeraorphology are:

1. Overgeneration in word derivation, The distributiohpatterns for roots is not
even, and although each root was hand-coded isytem to select from among
the 400 patterns, the task is understandably tedand prone to mistakes as
shown in table 2.

Word | Transliteration Root Meaning
gwl Say (verb)
Ja gaal glw Fry (active participle)
gll decrease (active participle)

Table 2: Example of over generation.

The first root analysis is valid, while the othewotare illegal derivations that have
no place in the Arabic language, and not mention@tassical dictionaries
2. Underspecification: in POS classification, whichkes it unsuited for serving a
syntactic parser. Words are only classified inteerlfs, nouns which include
adjectives and adverbs, participles and functiomdsovhich, in turn, include
prepositions, conjunctions, subordinating conjwrdj articles, negative
particles...etc).



3. Increased rate of ambiguity: due to the above-roeetl factors, the system
suffers from a very high level of ambiguity, aspitovides so many analyses
(many of them spurious) for most words (Attia , @00

Buckwalter Arabic Morphological Analyzer: It uses a concatenative lexicon-
driven approach where morphotactics and orthogcapites are built directly into the
lexicon itself instead of being specified in terwis general rules that interact to
realize the output (Buckwalter , 2002). Buckwaléorphology contains of 38,600
lemmas, and is used in LDC Arabic POS-tagger, Perabic Treebank, and the
Prague Arabic Dependency Treebank. It is desigree@ anain database of word
forms and it interacts with other concatenatiorabdases. Every word form is entered
separately, Buckwalter’'s morphology reconstructwelamarks and provides English
glossary. It takes the stem as the base form astdnformation is provided (Attia ,
2000). In Buckwalter analyzer, Arabic words argmented into prefix, stem and
suffix strings according to the following rufes

- the prefix can be 0 to 4 characters long.
- the stem can be 1 to infinite characters long.
- the suffix can be 0 to 6 characters long.

Sakhr Arabic Morphological Processor It is a morphological analyzer-
synthesizer that provides basic analysis for alsiAgabic word, covering the whole
range of modern and classical Arabic. The analidentifies all possible stem forms
of a word; i.e. extracting its basic form stripdeaim the affixes, , the morphological
data such as root, the Morphological Pattern (M#)l its part of speech. The
synthesizer works in a reverse mode to regenehnatevord from its morphological
forms (stem, root, morphological pattern, part péexch and/or affixes). Sakhr has
designed the Morphological Processor to producedwewel analysis through
regeneration and comparison

In Sakhr morphological processor each regular d&vg root is allowed to be
combined with a selected set of forms or pattesn@réoduce words that can be found
in standard Arabic dictionaries. Sakhr did not mibbany technical documents about
its Arabic morphological analyzer; no one knows hdaw model of Arabic
morphology looks like. (Attia , 2000).

RDI Arabic Morphological Analyzer: The main RDI's NLP core engine is
the basis of Arabic morphological analysis, AraBi@S tagging, and Arabic Lexical
Semantic Analysis. ArabMorpho is a morpheme-basaétdl analyzer/synthesizer
which distinguishes it from its vocabulary-baseadis andboosts its flexibility. After
morphological rules are exhausted, deep-horizonamiyn statistical analysis is
employed to realize disambiguation; hence, wordigszy can reach up to 98%n
RDI analyzer each regular derivative root is alldwe combine freely with any form

2 http://www.ldc.upenn.edu/Catalog/docs/LDC2004L02/readme.txt
* http://www.sakhr.com/Technology/Morphology/Default.aspx?sec=Technology&item=Morphology
4 http://www.rdi-eg.com/rdi/technologies/arabic_nlp.htm



as long as this combination is morphologically @wkad. This allows the system to
deal with all the possible Arabic words and eraidisthe need to be tied to a fixed
vocabulary (Attia, 2000)

5. The International Corpus of Arabic (ICA) “Analysis stage”:

Alansary et al. (2007) surveyed the compilation IGA, its design and the
preliminary software used in interrogating the cdegb corpus. This attempt can be
considered one of the most successful approachésiiiding a representative corpus for
MSA. It is important to realize that the creatidnl©@A is a "cyclical" process, requiring
constant re-evaluation as the corpus is being dechpgdDnce the process of collecting and
computerizing texts is completed, texts will bedwdor the final stage of preparation;
mark up, from there, it is easy to deal with tartthe analysis stage.

The process of analyzing a corpus is in many réspgmilar to the process of
creating a corpus. Like the compiler, the corpualyst needs to consider some factors
such as: whether the corpus to be analyzed isHgregiough for the particular linguistic
study being undertaken and whether the sampleshéncorpus are balanced and
representative (Meyer, 2002).

This section is devoted to describing the prooéssalyzing the ICA corpus. It will
focus on selecting and describing the model of &gl pre-analysis stage (data
processing), full text analysis stages, adding mormation and current state of ICA.

5.1 Selecting and describing the model of analysis:

According to our adopted model in the morphalal analysis, the word is viewed as
composed of a basic unit that can be combined witbrphemes governed by
morphotactic rules. Therefore, the stem-basedaoagpr (concatenative approach) is
adopted as a linguistic approach to analyze the. I8&cording to this linguistic
approach, it was expected that a feature basetleoright and left stems would lead to
improvement in system accuracy. The Arabic Morpgglonodule uses a simple
approach of dividing the Arabic word into threetpar

Prefix: consist of as many as three concatenated prefixes, or could be null.

Sem: it is composed of root and pattern morphemes.

Suffix: consist of as many as two concatenated suffixes, or could be null.

The three-part approach entails the usehiet lexicons: Prefixes lexicon, Stem
lexicon, and Suffixes lexicon. For a word to belgred, its parts must have an entry in
each lexicon, assuming that a null prefix or a rauiffix are both possible. Table 3
shows example of valid word forms:

> http://www.rdi-eg.com/rdi/Downloads/Scientific%20Papers/M_Atiyya_MScThesis2000.pdf



Suffix Stem Prefix
XXX S _
o S XXX
o s N
XXX S —
XXX S XXX
o SIS —

Table 3: valid word forms.

Not every Prefix-Stem-Suffix combination is nece#ga valid or a legal word. To
confirm that the Prefix-Stem-Suffix compositionasvalid Arabic word, morphological
categories are assigned to each entry in the legico

When trying to select the morphological analyzestasm to be used in analyzing the
ICA, Buckwalter morphological analyzer has beeraeld to analyze the ICA as it was
found that to be the most suitable lexical resetocour approach.

The Buckwalter's morphological analyzer has mathyaatages such as its ability to
provide a lot of information like Lemma, Vocalizat, Part of Speech (POS) and Gloss.
Also, Buckwalter is capable of supplying other im@tion such as prefix(s), stem, word
class, suffix(s), number, gender, definiteness@as®. The output of Buckwalter appears
in XML format.

A single word may belong to more than one wordscl&sr example the word£s”
appears in Buckwalter output as noun or verb awshio figure 1:

i

- <variant>
ktb
- <solution>
<lemmall-katab-u_1</lemmall>
<voc >kataba </voc >
<pos>katab/PV+a/PVSUFF_SUBJ:3MS </pos>
<gloss>write + he/it [verb] </gloss>
<{solution>
- <solution>
<lemmall-katab-u_1 </lemmall>
<voc >kutiba </voc >
<pos>kutib/PV_PASS+a/PVSUFF_SUBJ:3MS </pos>
<gloss>be written/be fated/be destined + he/it [verb] </gloss>
</solution>
- <solution>
<lemmall-kitAb_1 </lemmall-
<voc >kutub </voc >
<pos>kutub/NOUN</pos>
<gloss>books </gloss>
</solution>
- <solution>
<lemmall-kitAb_1 </lemmall>
<voc >kutubu </voc >
<pos>kutub/NOUN+u/CASE_DEF_NOM </pos=
<gloss>books + [def.nom.] </gloss>
</solution>
- <solution>
<lemmall=kitAb_1 </lemmall>
<voc >kutuba </voc >
<pos>kutub/NOUN+a/CASE_DEF_ACC </pos>
<gloss>books + [def.acc.] </gloss>
</solution>

Figure 1: The word classes of¥£”



The word "¢<" appears in Buckwalter output as a Noun, verb, ¢%i@pn,
Relative Pronoun or Interrogative part as showiigure 2:

)
— <variant>
mn
<solution=
<lemmalD>min_1</lemmalD>
<VOC>min</voc>
<pos>min/PREP </pos>
<gloss>from</gloss>
</solution>
<solution>
<lemmalD>man_1</lemmalD=>
<voc>man</voc>
<pos>man/REL_PRON</pos>
<gloss>who/whom</gloss>
</solution>
<solution>
<lemmalD>man_2</lemmalD>
<voc>man</voc>
<pos>man/INTERROG_PART </pos>
<gloss>who/whom</gloss>
</solution>
— <solution>
<lemmalD>man~-u_1</lemmalD>
<voc>man-~a</voc>
<pos>man-~/PV+a/PVSUFF_SUBJ:3MS</pos>
<gloss>bestow /grant + he /it [verb]</gloss>
</solution>
- <solution>
<lemmalD>man~_1</lemmalD>
<voc>man< </voc>
<pos>=man~ /NOUN</pos>
<gloss>grace/favor</gloss>
</solution>
— <solution>
<lemmalD=man~_1</lemmalD>
<voc>man~u</voc>
<pos>man- /NOUN+u/CASE_DEF_NOM</pos>
<gloss>grace/favor + [def.nom.]</gloss=>
</solution>
- <solution=>
<lemmalD>man~_1</lemmalD>
<voc>man«a</voc>
<pos>man-~ /NOUN+a/CASE_DEF_ACC</pos>
<gloss>grace/favor + [def.acc.]</gloss>
</solution>
- <solution>
<lemmalD>man~_1</lemmalD>
<voc>man-~i</voc>
<pos>man-~ /NOUN+i/CASE_DEF_GEN</pos>
<gloss>grace/favor + [def.gen.]</gloss>
</solution=
- <solution>
<lemmalD>man~_1</lemmalD>
<voc>man~MN</voc>
<pos>man«~ /NOUN+N/CASE_INDEF_NOM</pos>
<gloss>grace/favor + [indef.nom.]</gloss>
</solution>
<solution=>
<lemmalD>man~_1</lemmalD>
<voc>man~K</vocs
<pos>man-~/NOUN+K/CASE_INDEF_GEN</pos>
<gloss>grace/favor + [indef.gen.]</gloss>
</solution>

Figure 2: The word classes @f<".

Buckwalter's morphological analyzer can also detee the number of prefixes
and suffixes in each word. For example the woid stluw 8" has three prefixes and two
suffixes as shown in figure 3:



-
Syanant>
wsyblgwnhA
solution
<lemmal(bbatag-u_l ¢/lemmall> ‘.-'
<voc >wasayaboluguwnahA </vo: ¥ - — -
o :-:}wa,fcm‘l]ua,’ﬂllﬂa,f[".l'ml?}bdugfI".'+uwna}[l."SUFF SUBXMP_MOOD:I+ha/IVSUFF n&;fs X/pos>
<glosand + vl ¥ Uey Tpeople) + reach attain + [masc.pl.| + i/themhier ¢gioss
</solutions
Soltian>
<lemmallrbalvag_1 </lemmall
<voc >wasayubal-guwnahA </voc >
<pos>wafCONI+saFUT +yu/IVIMP+bal-4g/ IV+uwna / [VSUFF_SUBEMP_MOODI+hA/IVSUFF_DOIFS  </pos>
<gloss=and + will + they (people) + communicate /convey + [masc.pl.] + it/them/her </gloss>
<fsolution=
Ssolutions
<lemmal»>abolag_l </lemmal(>
<voc >wasayuboliguwnahh </voc »
<:-:5>waf£{ll‘ll+saff{lT+';u!l‘J3llP+b1ig,l'Wiumd,f]'l'SUFF_SUE&HP_HMB![+h.#;‘WSI.IFF_ﬂC!3f5 </pos>
<glossoand + will + they (people) + report/informy/ notify + [masc.pl.] + it/them/her  </glosss
</solution»
o_solution>
<voc >wsyblgwnhA </voc >
<pos>wsyblgwnhA /NOUN_PROP</pos»
<0losssNOT_IN_LEXICON/ glosss
</x_soiution

3P_ref|'195 1 Suffixes

Figure 3:The prefixes and suffixes ol "

Additionally, a single Arabic word may have moham one meaning according to
its context. Buckwalter has the ability to indicétes feature by showing different glosses

for the same word with the same word class. Fomgka, the word" Js~<" when
classified as a noun it may have more than onesgleshown in figure 4:

Ll
- <variant=
Sdwr
- «<solution=
“lemmall >Sador_1 </lemmalD=
zwoc =Suduwr </ voc >
<pos=Suduwr/NOUN =/pos=
zgloss=chests </gloss =
</solution=
- =solution=
<lemmalD=Suduwr_1 </lemmalD=
ovoc=Suduwr</voc=
<pos=Suduwr/NOUN </pos=
=gloss=appearance/issuance </gloss=
z/solution =

Figure 4:The prefixes and suffixes 62",



5.2 Pre-analysis stage:

The basic idea behind the rule-based approach rts-paspeech tagging is to
provide the analyzer software with three lexicanpiefix lexicon, a stem lexicon and a
suffix lexicon) and some sorts of internal grammdrich use grammatical rules to
disambiguate words.

Surely there must be some objective criteria timabke the analyst to decide to
which class a word belongs in order to assign tw-@f-speech class. Hence, if one
word can be assigned to more than one class, thé$ be mentioned in the lexicon of
the analysis system.

There is a number of general considerations to imearind when beginning the
process of analyzing the ICA corpus. The pre-amalygge is an important stage that
includes:

A. Handling Buckwalter's output: When dealing with texts and Buckwalter’s
output it was preferred to use a database forneuse it helps in capturing, editing
and changing any part of the information easilye Thnversion to database format
caused a problem because Buckwalter’s output islefivinto three tables: A table

for analyzed words with all possible solutionsablé for unanalyzed words that do
not exist in the analyzer’s lexicon and a third panctuation marks found in the text
being analyzed. However, this process resultsendhbs of the context of the text to
be analyzed.

B. Handling texts: This stage includes transferring texts from ‘plegrt’ horizontal
format to database vertical format (from text s1)li This process of handling texts
helps in keeping the context of words in each féatto be analyzed in one hand,
and enabling a list of features to be insertedzomtially besides each word in the list
on the other hand.

C.Mapping between Buckwalter's solutions and word lis In this stage each
word in the word list will be mapped with its suita morphological solutions
according to Buckwalter’s output.

An interface has been used to map between Buckveadt@lutions and the word list. It
leads to have a table containing 16 columns ofrmé&tion as follows: Word, Lemma,
Vocalization, Gloss, Prefixl, Prefix2, Prefix3, @teword class, Suffixl, Suffix2,
number, gender, definiteness, Arabic stem and ¢agete 5 shows the following:

e Each solution appears in a separate row.

* Each solution has 16 types of information separgtech independent column.



word * Hemmaid - vor T gloss = -pel oz pr2 sapriz stem =sufl ~suf? » gen ~|num~= def - |casee | arabic stem
4 ahl-u qhla said + hefit NULL NULL  NULL gAlfPY a/PYSINULL NULL
ik masokuwl masoluwly  officdalffunctions NULL - NULL  NULL masofuwl/NOUN NULL NULL NULL Fu/NOM Jiss
Ui masofuwl maso®uwl  responsiblefdepi NULL NULL NULL masoBuwlfAD]  NULL MULL NULL Ll
wit=  masofuwl macofuwla responsiblefdep NULL  NULL MULL maso@uwl/ADl  NULL NULL NULL HULL INDEF a/ACC Jibs
Jipe masofuwl masofuwli responsiblefdep NULL  NULL NULL maso®uwl/AD)  NULL NULL MULL |MULL INDEF I/GEN |J
Japs masofuwl masofuwll  responsiblefdep NULL  NULL NULL masofuwl/dD]  NULL NULL NULL NULL INDEF
dps  asofiuwl masofuwiN et NULL NULL masofuwl/AD)  NULL NULL NULL (NULL INDEF N/NO 2
s masofuwd masofuwly  responsitlefdepNULL - NULL NULL masofuwl/AD]  MULL NULL NULL NULL INDEF u/NOM Jis=

NULL [J8

NU

S& [tarok tarokiy leaving/omissior NULL  NULL - NULL tarok/NOUN iy/POSNULL MASC |56 INDEF NULL &5
S8 toroky  turokiy Turky NULL NULL NULL turokiv/NOUN_PRONULL NULL MASC SG  NULL NULL 83
] rafiye rafiyta high-ranking/tog NULL  NULL 'NULL rafiyE/AD] NULL NULL NULL |56 INDEF 3/ACC 24
i rafiye rafiyel z NULL NULL NULL rafiyEfAD] NULL MULL NULL SG INDEF H/GEN 22,
a4 rafiye rafiyEu high-rarking/top NULL  NULL  NULL rafiyEfAD] NULL MULL NULL 86 INDEF ufMOM a2,
s rafiyE  railyEN high-ranking/top NULL  NULL  NULL rafiyE/aD] NULL NULL NULL S6  INDEE N/NOM x4,
= rafive rafiyEK high-ranking/top NULL - NULL  NULL rafiyEfan] NULL NULL NULL SG  INDEF |K/GEN a2
s rafiyE rafiyEi high-ranking/top NULL  NULL NULL rafiyE/AD] NULL MNULL NULL SG  INDEF i/GEN a2,
ki qTAE  bigiTAR by/with + Strip (tbifPREFNULL  NULL qiTAF/NOUN NULL NULL NULL [5G JGEN 3
Pl giTAE ( by /with + Strip (C Bi/PREFNULL NULL oif AE/NOUN NULL NULL NULL 5G  INDEF K/GEN £&8
4l TAgap the +energy/poy Al/DET NULL MULL TAg/NOUN ap/NSINULL FEM |SG DEF fGEN |3
A TAgap the+energy/poy AVDET NULL NULL TAg/NOUN(MOUN  ap/NSINULL FEM  SG DEF  ifGEN &b
I TAgap the +gnergy/por ADET NULL NULL TAg/NOUN ap/NSINULL FEM SG&  DEF  u/NOM g

d ruwyotir indead/truly + Rela/EMPINULL  NULL ruwyotirz/NOUN PINULL NULL NULL NULL DEF  NULL 34
ruwyotir for/to+ Reuters li/PREP NULL NULL ruwyotirz/NOUN PINULL NULL NULL [NULL DEF  (NULL |

4 <ira that NULL NULL NULL <inva/SUB CONI  NULL NULL NULL NULL NULL NULL &

d <in <in itfwhether NULL 'NULL NULL -<in/SUB_CONI NULL NULL NULL [NULL NULL NULL &
<iyrin <iyrAn Iran NULL  NULL NULL <iyran/ N_PROINULL NULL NULL SG DEF  NULL ol
{isota>onaf fisotasanafat resumefstartoveNULL  NULL NULL fisotasonaf/P A/PYSNULL NULL NULL NULL NULL <

o s SAdIr SAdirftu EXports NULL  NULL NULL SAdir/NOUN ANSLNULL FEM PL INDEF ufNOM s

ol pla |SAdir Sadirad axports NULL  NULL NULL SAdir/NOUN At/NSUNULL FEM  [PL INDEF IfACC | pua

Figure 5:The database after mapping word list vBuckwalter’s solution:

5.3Full text analysis stags:

The full text analysis sta includes: disambiguationf words thatmay have
multiple solutions, modifying and addinextra linguistic information and manus
analysis of unanalyzed wor

5.3.1 Disambiguating words

The suitable analysis for each word is chosen daogrto its contextAn interface
is used to selecthe correct analys solution. Figure 6shows an example
disambiguating the wort=s".

Rl 21 Sl g Al e dadndl B ghas sesaa walf

" -
Canaivier >

katabPV+aPVSUFF_SUBJ:3MS (write + he/it)
kutibPV_PASS+aPVSLTF_SUBJI3MS (be written'be fated be destined «
he i)

katab/PV+aPVSUFF_SUBJ:3MS (write +

Figure 6: An example of the disambiguation process.



Figure 7 shows one text after it was disambigue

word - |lemmaid - voc 7| gloss | prl v|pr2 v|pr3 - stem v| sufl ~|[suf - gen |num - def  ~|casee v arak*| root
Jé gAku ghla said +hefit NULL NULL NULL gAl/Pv a/PVSUFFNULL NULL NULL NULL NULL  J6  qul
Jss=  maso&uwl maso&uwIN official/func NULL NULL NULL maso&uwl/NOL NULL NULL MASC 5G INDEF N/NOM Js3= sl
i—‘,ﬁ turokiy~  turokiy®N  Turkish NULL  NULL NULL turokiy~/AD]  NULL NULL MASC SG DEF N/NOM i—‘)‘-" NONE
aby  rafiyE rafiyEN high-rankingNULL  NULL NULL rafiyE/AD) NULL  NULL MASC SG  INDEF N/NOM &4, rfE
T\ bigiTAE  by/with +se bi/PREPNULL NULL qiTAE/NOUN NULL  NULL MASC SG  DEF (EDAFAFi/GEN ¢l qTE
4l TAgap AlT~Agapi  the + energy AI/DET NULL NULL TAg/NOUN(NOLU ap/NSUFFNULL FEM SG DEF i/GEN 3w Twg
as4g ruwyotir  liruwyotirz  forfto + Reu li/PREP NULL 'NULL ruwyotirz/NOU! NULL NULL NULL NULL DEF NULL 43, FOREIG
al <in~a <in~a that NULL NULL NULL <in~a/SUB_CON, NULL NULL NULL NULL NULL NULL ) NONE
Jal <iyrAn <iyrAn Iran NULL 'NULL NULL <iyrAn/NOUN_P NULL NULL FEM 5G DEF NULL 4y NONE
<&lid)  fisota>onaf {isota>onafat resume/stal NULL  NULL NULL {isota>onaffPV at/PVSUF NULL NULL NULL NULL NULL <l 'nf

<l yua | SAdir SAdirAti exports NULL 'NULL NULL SAdir/NOUN At/NSUFF NULL FEM  PL DEF (EDAFAFI/ACC  yba Sdr
adl gAz AlgAzi the +gas  AI/DET NULL NULL gAz/NOUN NULL NULL MASC SG DEF i/GEN J¢  NONE
ol TabiyEiy~  AT~abiyEiy~i the + naturz AI/DET NULL NULL TabiyEiy~/AD) NULL  NULL MASC SG  DEF i/GEN i THE
| <ilay <ila¥ toftowards NULL NULL NULL <ilaY/PREP NULL NULL NULL NULL NULL NULL NONE
L3  turokiyA turokiyh  Turkey  NULL NULL NULL turokiyA/NOUN NULL ~ NULL FEM SG  DEF NULL L5 NONE
rlea  SabAH SabAHa morning  NULL NULL NULL SabAH/NOUN(A NULL NULL MASC SG DEF (EDAFAF a/ACC e ShH
ol >amos >amosi yesterday NULL NULL NULL »amos/NOUN  NULL NULL MASC SG DEF i/GEN sl 'ms
e maE maka with NULL NULL NULL maE/NOUN{AD\ NULL NULL MASC SG INDEF a/ACC NONE
aa  Dax Dax~i pumping/in NULL NULL NULL Dax*/NOUN  NULL  NULL MASC 5G  DEF (EDAFAFI/GEN A&  Dxx
LF  qurAbap qurAbapi  almost/neat NULL NULL NULL qurAb/NOUN(AI ap/NSUFFNULL FEM SG DEF (EDAFALI/GEN <& grb
iwd yamos xamosapi  five NULL NULL NULL xamos/NOUN ap/NSUFFNULL FEM 5G INDEF i/GEN =&  xms
owks  miloyuwn malAyiyni  millions NULL  NULL NULL malAyiyn/NOUNNULL NULL FEM  PL_BR DEF (EDAFAFI/GEN x5« NONE
e mitor mitork meter NULL NULL NULL mitor/NOUN  NULL NULL MASC SG INDEF K/GEN i«  mtr
=% mukaE~ab mukaE~abK cube/cubifo NULL NULL NULL mukaE~ab/ADJ NULL NULL MASC SG INDEF K/GEN <= KEb
= Eahor Eabora acrossfover NULL |NULL 'NULL Eabor/NOUN(AL NULL NULL MASC SG DEF (EDAFAFa/ACC  y=  Ebr
i xal™ xaT~i line NULL NULL NULL xaT~/NOUN NULL NULL MASC SG DEF (EDAFALI/GEN =&  xTT
«¥! sunobuwb AlanAbiyba the + pipes/ AI/DET NULL NULL >anAbiyb/NOUNNULL  NULL FEM PL BR DEF a/GEN <l NONE
. Punc Punc Punc Punc  Punc Punc Punc Punc Punc Punc Punc Punc Punc  Punc Punc
P/ EOF Prg FOF Prg EOF Pre  FOF PrFOF P FOF IFOF Prg FOF Prg FOF [FOF PrEOF PrEQF Prg EQF Pre FOF PFOF Pr

Figure 7: One of disambiguated texts.

5.3.2 Modifying and adding som: linguistic information:

Some information in the output of Buckwalter’s gizalr such as number, gender
definiteness needed modifications according tortieorphosyntactic propertie
These features can b&plainedas follows:

* Gender: Buckwalter's analyzedoes not identifithe gender of Arabic words
two case. The first, if a masculine word or a bropéural ends in#” e.g."«wi" and
“s3L40” it consides both of them afeminine. The second, if a feminine word ot
broken plural does not end i#” e.g. “.....c @i ¢ Dl < <L’ | the analyzer does n
identify the gender and assigns “NULL” to the womdsder identification. In bot
cases, a anual intervention is used to ithe gender.

* Number: It has been noted thBuckwaltets analyzer has a problem with brok
plurals; it deals with some of these words as darge.g. %:3al <3,50” and deals
with others by assigning them (NULL), .3l ¢« Jlsal « o) 5", This type of plural is
given “PL_BR” for number manually. In addition @ther nouns that do not end
any morpheme the denotes gender €' Sl ¢ &li ¢ ciedd", have been assign
“NULL". All number problems have been fixed manuye



* Definiteness: Buckwalter could detect the suitable definitenfsgsmost words,
however, there are some indefinite words that Buadtex identified as definite words
such as &lall ¢ glaill ¢ o) 330 these words have been modified to be indefinlite.
addition, the analyst added a new value for thetufea of definiteness
(DEF_EDAFAH), e.g. as in4ll", in order to make the feature o definiteness
more expressive. 4l jles .

Figure 8 shows the new modifications for Gendemnlar and Definiteness according to
their contexts:

word - voc - gen - num - def =
/D BOF_Doc BOF_Doc BOF_Doc BOF_Doc
T BOF_Tit BOF_Tit BOF_Tit  BOF_Tit
= fiy NULL NULL NULL
eliii fisotifotA'K MASC 5G INDEF
— Dimoniy~K MASC SG INDEF
e EalaY NULL NULL LU
s, rijAsapi FEM 5G
A buws MASC SG DEF
: Punc Punc Punc Punc
— - tawag~uEAtN FEM PL INDEF
EEE I bi{isotiEAdapi FEM NULL DEF (EDAFAH)
Gl yiesdll | Ald~iymugrATiy~iyna MASC PL DEF
Pl Als~ayoTarapa FEM 5G DEF
= Ealay NULL NULL NULL
gh: S majolisi MASC NULL DEF (EDAFAH)
Sl Aln~uw~Abi masc  (CPLBR ) DEF
- baEoda NULL NULL DEF (EDAFAH)
12 Num Num Num Num
—= EAmAF MASC NULL INDEF
if) EOF_Tit EOF _Tit EOF _Tit EOF_Tit
/P BOF Prg BOF_Prg BOF_Prg BOF Prg
-V wASinoTun FEM 5G DEF
! Punc Punc Punc Punc
! L wakAlAtu FEM PL DEF (EDAFAH)
el Al>anobA'i FEM PL_BR DEF

Figure 8 : Gender, Number and Definiteness.

In order to make the morphological analysis mogeressive, we have seen that
the following extra information that exceed themeof Buckwalter's analyzer should
be added:

A. Name entities: name entities are words that represent the titenanstitute,
ministry, association, compound name of a courdogk, film, company or
conference. Analysts identified these names by raddthe feature
(NOUN_PROP) right after the basic word class oséhevords. For example
"I 5y saaiall LY 1" appears in analysis as shown in table 4:



Word Word Class

ey sl NOUN(NOUN_PROP)
saaial ADJ(NOUN_PROP)
FRGAY ADJ(NOUN_PROP)

Table 4 : An example of a name entity.

By adding the name entity feature, researchersapture name entities easily in
addition to capturing the word with respect to plagt of speech. Figure 9 shows some
examples of name entities within their contexts:

word lemmaid = voc z stem
Tf EOF_Tit EOF_Tit EOF_Tit
Tdl BOF_Tit BOF_Tit BOF_Tit
el Earabiy— AlEarabu Earab/NOUN
e EaraD-i sayaEoriDuwna EoriD/IV
5 55 majozarap majozarapa majozar/NOUN
—- bayot bayoti bayot/NOUN(NCOUN_PROP)
L e HAnuwn Hanuwn HARUwWNR/NOUN_PROP
3 Ealay Ealay Ealay.feh
jamoFiy—ap AljamoEiy~api amoEiy~/NOUN(NOUN_PRO
EAmM™ AlEAmM—api EAmM™~/ADI{NOUN_PROP)
sum~ap lil>umami >umam/NOUN(NOUN_PROP)
mut~aHid Almut~aHidapi t~aHid/ADI(NOUN_PROQ#P
S tafAdiy litafAdiy tafAdiy/TIOTH
atalaea™ lisoTidAm Al{isoTidami {isoTidAm/NOUN
e fiyruw bifiytuw fiytuw,/NOUN(NOUN_PROFP)
54 e >amoriykA >amoriykA >amoriykA/NOUN_PROP
fiy fiy fiv/P
majolis majolisi majolis/NOUN(NOUN PROP)
>amon Al=amoni =amon/NOUN({NOUN_PROP)
EOF_Tit EOF_Tit EQOF_
/P BOF_Prg BOF_Prg BOF_Prg
N gaz-ap gaz—ap gar~ap/NOUN_PROP
Punc Punc Punc
e min min min/PREP
B >aSoraf >aSoraf >aSoraf/NOUN_PROP
3 >abuw >abuw >abuw/NOUN_PROP
gl Alhuwl Alhuwl Alhuwl/NOUN_PROP
Punc Punc Pung
mall gqudos Algudos gudos/NOUN_PROP
] muHotal~ AlmuHotal~apu muHotal~/ADI

Figure 9: Some name entities according to context.

B. One of the disadvantages of the Buckwalter's mdaggiocal analyzer is
that it determines the word class of Arabic wordsoading to their
counterparts in English. For example, Buckwaltehss classified some
adverbs in Arabic as prepositions. Figure 10 shBwskwalter's analysis
of "ux" which should be analyzed as an adverb.

]

byn

- <variant>

- <solution>

<lemmall>-bayona_1 </lemmall>

<voc >bayona </voc >

<pos>bayona/PREP </pos>

<gloss>between/among </gloss>
</solution>

Figure 10: The word'ux" as preposition.




According to Buckwalter's analysis of adverbs (figuL0), four observations
can be noticed. Firsthe word"ox" should be analyzed as an adverb; it can be used to
describe either a place, as'ig>3Y! ", or a time as indwdally duwaall delull oy
"aaill 5, Second Some adverbs are nominalized (no longer advefbigey occur
after a preposition; in this case their case istiyenas shown in example (1):

1)
M aaiaall a5 Al il (i e b ) andaii J) ) L

(bayon/NOUN+i/CASE_DEF_GEN)

However, when Buckwalter's analyzer dealt with»" as a noun it gave out three
possible cases, namely: nominative, accusative, gewitive (U/NOM, a/ACC,

i/GEN, N/NOM and K/GEN), which is not correct. TtlirBuckwalter's analyzer
mistakenly analyzed some adverbs not only as pitpos but also as sub
conjunctions (SUB_CONJ) as shown in figure 11.

Latdis
syanani>
Endma
=solution>
Zlemmall =EinodamA_1</lemmalD:>
v =Einodamf < /voc=
zpes>=EinodamA/SUB_CONI</pos>
zgloss>=when <fgloss>

<fsolution>

<variant>
bynma
<soluticn >
D =bayonamfA_1</lemmall=>
»bayonamf < fvoc >
= >bayonamf/SUB_COMNI</pos >
<igloss »while</gloss >
<fsolution>
&

<varlant>

=%H
waoiution >
=legmmalD>=i®"A_1-</lemmalll>

Yo -T A Vocs
=pos><i*ASSUB _COMNY</pos>
=grloss >if fwhether </gloss >

fsolution >

Figure 11: Example of Buckwalter output.

Forth, adverbs in Arabic are tagged with respect to twasses: adverbs which
describe time (ADV_T) and adverbs which describacel (ADV_P). The same
adverb may describe both time and place in diffecentexts. Buckwalter’'s analyzer
can analyze some words as adverbs without detergnithie manner of that adverb
(time or place) as shown in figure 12.



="
— <wvariant>
hnA
— <=solution=>
<lemmalD>=hunA__ 1</ lemmall=>
<voc>hunA</voc>
=<pos>=hunA/ADV </pos >
=<gloss >here</gloss >
</solution=
TS
— =wariant>
hnAak
— <=solution=>
<lemmalD>>hunAka_ 1 </lemmalD>=>
=voc=>hunAka</voc>=
“pos>=hunAka/ADVWV </pos>
=gloss >there </gloss >
=/solution=>

— <wvariant>
bEd
— <=solution=>=
<lemmalD>baEodu__1 </lemmalDb>
<voc>baEodu</voc>
=pos=baEodu/ADWV </pos>
=gloss>=aftervward /later/ (not) yet</gloss >
=/solution=>
Al
— <wvariant>
Wi
— <=solution=>=
<lemmalD>wvam-~apa_ 1 </lemmallb>
<wocCSwalfNorapa </ voc >
<pos>wam-~apa/ADW </pos >
=gloss =there (is/are)</gloss>
</solution=
Ak
— <wvariant>
W
— <=solution>
<lemmalD>vam-—a_ 1</ lemmall>
<wvocCc>wam- ra <,/voc>
=<pos>wam-a /S ADVWV </pos >
<gloss >therefore </gloss=>
=/solution=>=

— <=<wvariant>
bEd
— <solution>

<lemmalD>baFodu__1</lemmalD>=>
=voc>baEodu</voc>=
=“pos>baEodu/ADVWV </pos >
<glossaftervward /later)/ (not) yet</gloss >

</solution >

Figure 12: Buckwalter Adverbs analysis.

In retagging adverbs two criteria have been takémaccount

1. Separating the case tag from the stem; wBuckwalte analyzes the adverl
it considers the case as a part of the stem argkqaently a part of lamn for
example, thestem of "dua" is (hunAka/ADV)and the lemma ishunAka”. So
the case should be separated from stem and le

2. In Arabic adverbs are nouns. Accordingly this hasrbtagged to every adve
Consequently,the analysis of adverbs should contain three piect
information:noun, adverb and time or place (T/P) as table sl

Word Buckwalter analys New analysis Example
e Einoda/PREP Einod/NOUN(ADV_T) Al g Epan die L]
Einod/NOUN(ADV_P) sl Jase die a el a5k
S baEoda/PREP baEodNOUN(ADV_T) ol e J peanll dy LA i
baEodNOUN(ADV_P) LSy N gl oL
O bayona/PREP bayon/NOUN(ADV_T) Oe Cild Gpnzalall palad) G La s yidll
skl
bayon/NOUN(ADV_P) pliie L) gu g e (i Gruaiill ()
oLl >amAma/PRE >amAmMNOUN(ADV_P) 5k A alal Ly
e Eabora/PREP Eabor/NOUN(ADV_P) il slaall 4805y lilall Jla )
Jé gabola/PREP gabol/NOUN(ADV_T) el Ay S8 adas) 15 jladl)
B fawora/PREP fawor/NOUN(ADV_T) Lellae el g8 5 alal ) 2 paiins

Table 5: Example for adverbs.




Figure 13 shows the analysis of some adverbs whaete been found in the IC
analyzed corpus:

word o temmaid 3 veC z stem A casee i
axy baEod bafoda batod/NOUN(ADV T) afAcc
=y batod bBatEcdu BabEod/MOaUN{ADV_T) S NOM
Lty batodamA baEodama baEodamA/NCUN{ADY T) LI
[STE] batiyd baFiydaF baEyd/MNOUN(ADV_P) AF A
By batiyd batiydapk babwd/MNOUN{ADWV ) Efacc
S bayaon bayana bayor/NOLN(ADY_P) afACC
2 bayon bayona Eayon/NOUN{ADY_T) aface
Bt tArap tArapF tAr /NOUMADY_T) F/ACC
s tibAE tibAEAF HBAE/NOUN{ADV_T) AFSACC
st tijah tijAha tjAh/MOUN(ADVY P} afAce
e taHot taHota taHot/NOUN{ADV. P) afACC
e ANy s AT sy S NOUN(ADY . P AFfACC
s wamm™ vam~apa vam~/NOUN{ADV_P) afAcc
— januwb januwba januwh/NOUNADY_P) afACC
oy Hawol Hawola Hawol/NOUN(ADV_P) afAcCC
S Hiy Al Hiyala HiyAL/NOUN{ADY_F) afmec
L Hayow Hayowviu Hayov/NOUN{ADY_P) u/NOM
v Hiyvn Hiyna Hiyn/NOUN{ADV_T) afAacc
bt Hiynali* Hiynali*K Hiynali*/NOUN{ADV T} K/GEN
s Hiyrama Hiynama, Hiynama/NOouUnNiADY_ T) MNULL
= i xarija XA NOUNADY. P) afAacc
e WIS HAMISAF xAmisMNOUN(ADY_P) aFfacc
RN wilal xilala XA NOUN(ADY_P) afACC
fa=ts =ilal xilAala ®AYNOUNIADY_T) afneEC
—als xalof walofa xalaff/NOUN{ADY_P) afAace
sl chajim cAimAE A Him/NOUN{ADY_T) AFEfNCC
cisdha el Aol dixila dlail/NOUN{ADV_P) afACc
Laga dawom dawaormiF davwom /MNOUN{ADV_T) AESACC
S duwn duwnag duwn/NOUNADV._P) afacc
el ) zuha! zuhf'a zuh A/ NOUNADY _P) afAcC

Figure13: Some adverbs in the ICA analyzed corpus.

NOUN(ADV_M): This type of adverbs needs the context to be detebut
Buckwalter's did not identify this type of adverks shown in example (Z

2)
I pa A1 cla

NOUN(ADV_M)

Figure 14shows an example of NOUN(ADV_M) within its conte

word - lemmaid - voc & stem =

| Lol bayonamA bayonamA bayonamA/NOUN(ADYV_T)
e kAn-u kAnat kAN/PV
:\—l qay~im qiymapu qiym/NOUN
il e SAdir SAdirAt SAdir/NOUN
_;k-i‘-'-all TAGap AlT~Agapi TAQ/NOUN

3 huwa wahiya hiva/PRON
Rl [iEctamad taEotamidu Eotamid/1V
|ase kul-iy~ kul-iy~apF kul"fv'
| = FalayY Eala¥Y Eala¥Y/PREP
_-;’J-"-a SAdir SAdirAti SAdir/NOUN
| pea misSor misSor misor/NOUN_PROP
e min min min/PREP
[ ghz AlgAzi ghz/NOUN
|l TabiyEiy~  AT~abiyEiy~i TabiyEiy~/ADJ
| 10.2 Num Num Num
el miloyAr miloyAri miloyAr/NOUN
| ¥ 52 duwlAr duwlArk duwlAr/NOUN

Punc Punc Punc

Figure 14: An example of NOUN(ADV_M) within conte



C. For more accuracy, analysts added new informatiahBuckwalter’s analyze

does not provide; namely, root informati

The root of each word was detected according teisna. It was noted th
some words haveo root like"... «liu (i ) (13" | Analysts gave such words t
root “NONE”. Also some foreign words were found in Arabic orttagpdy such
as,"... «osokd ediagw JU 236 1) " analysts gave these words the root “FOREIC
In addition,some words may have two roots as shown in tal

Word Lemma Root
el {ibon bnw/bny
JiJ) >azAl zwl/zy!
Al tanomiyap nmw/nmy

Figure 15 shows each word, lemma and its deteoiai

Table 6: example of words may take two roots.

word

=] &3

el g

. lemmaid
nahAriy"
nibAl
nihAyap
nihAvap
nihAyap
{ihatam~
nahoj
nahoj
nahor
nahor
rahor
niboriw
naholDap
nahoDap
nahodawiy"
naholap
nuhay
riAtib
nAjib
nAHb
nawAp
nAHiyap
nAHiyap
nidiy
LW AT
nASiyap
whkab
niy~ap
niy~ap
nawobap

roct

nhr
nhl
nhy
nhy
nhy
hmm
nhj
nhj
nhr
nhir
nhr
FOREHGN

hiD
nhD
nhD
nhl

ihy
nwh
nwhb
nwh
WY
nHw
nHw
ndw
nwr
.\11,’-“\‘.

wkb

ey
WYy
nwh

Figure 15: Examples of root table.

5.3.3 Manual analysis ounanalyzed words:

After choosinghe suitable analysis for each word according edbntext, som
words were found tbave no solutic for one of two reasons. Thérst, some words
have no analysis according to Buckwe's analyzer. The Secondpme words can
be analyzed but no suitable analysis can be seleceatding to their context in tt
text. Therefore, these words have been analyzed maraccording to their conte»
as if they have beesmalyzed automaticall




It has beennoted that not all unanalyzed worwere MSA Arabic words some ¢
them are:
A. Colloquial words like"... >, — iy — Gsdia — 615" which analysts
tagged as (Colloquia
B. Loan words like"... zssh — dslea ) — (5SS " These wordshave no
counterpart irArabic language antherefore have bedgagged (Loan
C. Non Arabicwords that are used commonlike "... Jaiw — 2380 " and also
English wordsThese words have been tagge(Not_Arabiqg.

5.4 ICA: A final analyzed view:

The current state of ICA analyzed corpus helps nterrogating a lot o
phenomena sincéé¢re is one database coning all analyzed words in their conte
and with their Meta data information. Each word 17 pieces of informatio
namely: Word,Lemma,Vocalization, Gloss, Prefixl, Prefix2, Prefix3, &, word
class Suffixl, Suffix2, number, gender, definiten, Arabic stemcast and root as
shown in figure 16.

“lemmaid® vot ' pgloss  lped cipr2-iprd | stem - suff < suf2 + gen ¢ num - |def - cases - arabic *
>3soham  >asohama parficipate/cor NULL  NULL NULL >ascham a/PVSUNULL NULL NULL NULL NULL %= I
fiy fiy in NULL NULLNULL fiy/PREP NULL NULL NULL 'NULL NULL NULL @
tawaSul  Alr-awaS™ the + attainmer Al/DET NULL NULL tawaSul NULL NULL MASC NULL DEF ifGEN Jead
<laY <lY  toftowards  NULL NULL NULL <ila¥/PRENULL NULL NULL NULL NULL NULL
(ivifhg  firifAgi  agreement/accNULL NULL NULL {f8q/NNULL NULL MASC NULL DEF({li/GEN 32
mak~ap mak*ap Mecc NULL NULL NULL makvap/INULL NULL FEM 'SG  DEF NULL %
Y Punc Punc  Punc Punc Pune Punc Punc  Punc Punc Punc Punc Punc Punc Punc
. AHL Ag=1 1 110204 P/ EOF Prg  EOF Prg EOF Prg EOF_PrEOF_FOF IEOF Prg EOF PrEOF PrEQF PrEOF P EOF | EOF_Pr EOF Pr,
|1 491 1 10200 D/ EOF Doc EOF Doc EOF Doc  EOF DVEOF_ EOF IEOF Doc EOF_D¢EOF DiEOF DiEOF D EOF | EOF DeEOF D¢
AH1 11 121108f /D BOF_Doc BOF Doc BOF Doc  BOF_DBOF_BOF_IBOF Doc BOF i BOF_D:BOF_D'BOF_DBOF IBOF_DcBOF De
AH1_HE1 1 121106) /T BOFTt BOFTt BOFT®  BOF_TiBOF_BOF_BOF Tit |BOF_Ti BOF_Ti BOF_Ti ROF_T BOF - BOF_THBOF_Ti
AHL = 1 121106] ~=a  maSodar maSAdiny sources NULL NULL NULL maSAdirfNULL NULL FEM  NULL INDEF ufNOM s
A:—IE_E_UEI]ULH Rl syt siyAsiyap politica NULL  NULL NULL siyAsty~frap/NSUNULL  FEM  SG  INDEFN/NOM =
AH1 A=l 1 121106 Al <isorAfiyliy <isorAjiylr lsraeh NULL  NULL NULL <isorAlivlap/NSUNULL FEM  SG IN[_‘-EF.'-HNU!.*;;-',-
HH!_@_I_IEHD[\ i kaSaf-  takoSifu itfthey/she +d tafIVENULL NULL keSif/IV u/IVSUNULL NULL NULL NULL MOOD: ==
}‘.HE_r’ﬁUl_i_EEE]D'n F Ean Ean from/about/of NULL NULL NULL Ean/PREFNULL NULL NULL NULL NULL NULL 2
AHL AT} 1121106 Ui Safoqap Safoqapk dealftransacticNULL NULL NULL Safoa/NCap/NSUNULL FEM SG  INDELK/GEN. 3is
M!_ﬁl_l_]?_ilﬂﬁ Lo SAmil Samilapk comprehensiviNULL  NULL NULL SAmil/ACap/NSUNULL FEM SG  INDEFK/GEN Jas
.ﬂHi_m_l_iP_llD' Sl wilal HRAl during/throug! NULL - NULL NULL slAJfNOLNULL  NULL MASC SG  DEF{lafact Ja

- Sahor  Sahork  month NULL NULL NULL SahorfNCNULL  NULL MASC SG  INDEIK/GEN <
gad  qad  may/might NULL NULLNULL qad/VERENULL NULL NULL NULL NULL NULL &
waDaf  taDaky  itfthayfshe +ptafiva3k NULL NULL DRIV  1/IVSU NULL NULL NULL NULL MOOE:
Hal HalPAF  solution/dissol NULL  NULL NULL Hal*/NOLNULL NULL MASC G INDEFAF/ACC s
SIrAE [it5irAEi toffor+the +5i/PREP Al/DENULL SAE/NONULL NULL MASC SG  DEF ifGEN ¢l
mak maka  with NULL RULL'NULL maE/NOUNULL NULL NULL NULL DEF(la/ACC a

i filasaTryniy AlfiasTiy the + Palestiniz AYDET NULL NULL FlasoTiyniyna/NSNULL MASC PL  DEF GEN ,,—a-‘
EOF Tt [EOF Tt EOF T EOF TiEOF_EQF TEOF Tit  EOF T ECF Tr EOF Ti EQF_TiEQF " EOF_TitEOF Tit
BOF.Tt BOFTit BOFTt  BOF TiBOF_ BOF BOF Tit ‘BOF_T7BOF Ti BOF_Ti BOF TiBOF_"BOF Tit BOF_Ti
Earabiy~ AlEarabu the+Arabs  Al/DET NULL NULL EarabfNCNULL NULL MASC NULL DEF u/NOM<p

Figure 16: Final view of ICA analyzed corp

Through the analyzed ICA sample tanalysts camapture any information easi For
example the analysts can captall the imperative verbs/hether in their contexts «



without contextas shown in figure 1 & 18. This can help in building good search
engine tool.

*| word - lemmaid v, woc | gloss v prl v pr2 v|pr3 ¢ stem f

| |AH1 AL 6 3 140207 Jyd ghku fayagquwlu an;i{st_:rhefitlfa}'[ON.lva;"NiPNUl__L quwl/Iv u_fl'u'SUFF-NLILL NULL  INULL
[|AHLAL 63 14007 = safad® et preparesyos NULL NULL NULL saBidecv OfCUSUFINDLL NI Ll |
:_AHL_M_E_E_HG‘J.OT dat  pafos linafosika  forfto+ samefslPREP NULL  NULL nafos/NOUN ka/POSS NULL  FEM S6 |
[AH1_AL6 3 140207 “u biayot bayoldF  house NULL - NULL  NULL  bayot/NGUN NULL  NULL  MASC 56
| AHIAL 63 140207 Ay [t wallitadTa and dTokelado wa/CONNUL.  NULL a6 OFVSURTNULL  MULL  NOLL
AHI1 A1 63 140007 <Lt nafos linafosika  forfto +same/s/PREP. NULL  NULL nafiosfNOUN kafPOSS NULL  FEM
| |AHI_AL 6 3 140207 i) zawo] awoiapk  wife NULL  NULL  NULL zawoj/NOUN ap/NSUFENULL  FEM 5B
| AHI A1 6.3 140207 & kiin-u takunc itfthey/she+ be ta/IVIFENULL  NULL  kun/iv ofIVSUFF NULL NULL ~ NULL
| |AH1 A1 6 3 140207 Ly mavAbap bimavAbapi byfwith +virtuz bifPREF NULL  NULL mavAb/NOUN ap/NSUFFNULL  FEM NULL
|| AH1 Al 6 3140007 S sayidap say“idapk lady NULL  NULL - NULL say~id/NOUN ap/NSUFTNULL FEM 56
| |AHL AL 63 140207 4E gl [igalobiks for/to ¢ heart/cli/PREP NULL NULL galob/NOUN k3fFOSS NULL  MASC 56
| [AHI AL 6 3 140207 + Punc “Punc Punc Punc  Punc  Punc Punc Puncc  Pung®  Punc  Pune
[lov1at 63 180207 - wabale seHben  ouefidarepyoNUL NULL NULL saHibd/ey ofCUSUFTNULL UL NULL
:_ AH1 AL 63 140007 <fay)  zawo) zawofataka wifesyour  NULL - NULL NULL zawci/NOUN at/NSUFF ka/POSS. FEM 56
| AH1AL B 3 140007 Lby abobeb  wadabobiFoand+hav eno waf(ONNULL  WULL »aSobiefcy ofCVSUEINULL  MULE ML
! AHL A1 6 3 140207 Wp Javvof jawofahf  belyfcavity/micNULL ~ NULL  NULL jawof/NOUN hA/POSS NULL  MASC 56
| AHLALG 3 100207 foly  satari \alUsotlro and+coverhidwa/CO fufe UL sotur/cV oICVSUFFNULL  NULL  NULL
| |AHL AL 6 3 140207 L s Zahor ZahorahA  backfspine+itsMULL  NULL  NULL Zahor/NOUN hAPOSS NULL  MASE 56
| NHLAL 63 140207 Uiy Jafala waflioEale and bmakefbrl walCON BV 2 NULL jaEalfcy ofCVSUFFNULL  NULL.  NULL
| |AHL AL B 3 140207 ‘4 galob  gelabahA  heartfcenterfesWULL  NULL WULL galob/NOUR [MAfPOSS NULL  MASC  NULL
| |AH1 AL 63 140207 ' farll  farHAF  happy/chearful NULL  NULL NULL farid/NOUN NULL  NULL  MASC (S6
| [AH1 A1 63 140007 mh ma \what NULL  NULL NULL mA/RELPRON  NULL  NULL  MA&SC  SG
| [AH1 AL 6.3 140207 <ul: dAm damat alast/persevere NULL  NULL  NULL  dAm/PY at/PVSURNULL  NULL  NULL
| |AHL AL 63 140207 = Ealay Ealay anfabiove NULL  NULL NULL EalaY/PREP NULL  'NULL  NULL  NULL
: AHL AL 6 3 140007 & gayod gayodi inprogressfour NULL — NULL - NULL gayod/NOUN NULL  INULL  MASC 1SG
| [AHI AL 6.3 140207 aall Hayhp  AlHayApi  the+life AYDET NULL  NULL HayA/NOUN ap/NSUFINULL  FEM SG
| |AH1 AL 6 3 140207 .. Puntc Pune Punc Punc  Punc Pupc Punc Punc Punc Punc  |Punc
I AH1 A1 6 3 140207 L& kama kama andfasfalso  NULL  NULL NULL kamA/SUB COM)  NULL NULL  NULL  NOLL
| |AHL AL 6.3 140007 2% sawoSaY  yuwsSiy hie/ft + recomm yu/IVIMMULL  NULL  wSiy/ty (null}/IVSNULL  NULL  NULL

Figure 17: CV within context.

4 Index v word - |lemmaid= woc <| gless -|orl | pr2 c|pd stem # suft - suf2 + gen 4
AHZ AL 6.3 110007 pea wallat  Dafo put +you NULL  NULL MULL DaEfty of CVSUFFNULL — NULL
(AHZAL B3 1102000 A4 watar  fawafire  andfso-+econo fa/CONINULL  NULL wafimiCy ofCVSUFENULL  NULL
AHZ AL B S 106 Yesy raHimes  firoHamuwr be kind/be mer {ifCV_2RNULL  NULL raHam{EY. /AL A CVSL NULL

_-kHﬁ_Ai_‘l_i_lIDEﬂ? s wadab-a  dafuwny  letfallow+you NULL  NULL  NULL  daffCy uw/CVSU iy fCVSH NULL

_:AHI_E_‘M_?_IEMGE: nYs  [AHaZ walHiZo  and +rotefses wa/CONNULL  NULL IAHIZ/EW of CVSUFENULL — NULL

| AH22 M1 7040707 J-s savala walisosalo and + ask/ingui wa/CON OV 2 NULL soal/cV OfCVRURNULL — NULL

_:.ﬁHZE_Al_?_lﬁGEU? Ged  wadaF-a  fadaFuwnA and/so +let/alld fa/CONI NULL |NULL iaE/EN v/ CVSLE nA/TYSLI NULL

| AH2Z A1 7120207 Gps wadsBa  fadaFuwnd andjso+letfallcfafCONINULL  NULL daE/cv v CUSH RA/CVSUL NULL

__M-’:'-_Ai_?-_i_-ﬂmﬁ Ayl nafaru wajunozdruand +look + yorwa/CON u/CV INULL  neziifey UWASEVS NULL  NULL

_:AHQS_AJ_'?_-M(}}B?' Igaf raHim-a  fafiroHamuand/so + be kin fa/CONJ {ifcV 2 NULL  roHamfcy uwACVS NULL  NULL

__AHZGL&'!_?_HG-ZU?- La wadab-a  dafuwnA  letfallow +you NULL - [NULL  NULL  daEfey arfEXSH A CVSUI NULL

| AHI A1 22 121106 K mwak-al tawak-alo empower/gve NULL  NULL NULL Taviak=alfcy ofCVSUFFNULL  NULL

| AH3 AL 33 121106 sy [ITomavan wafiTomalic and + be calm/bwa/CONNULL  NULL (ramasm/Ch ofCVSUFFNULL  NULL

AHBA12 2 121105 Ipd daBA-u  (udofuwd  callfinvite +yau [ufCV 2 NULL - NULL  deRfcy UWA/CVS NULL  NULL
AH3 415 140707 [ g valaE-a  {ivolafuwA pull aut+you [i/CV 20NULL NULL wolaB/cVINOUN PROP|  uwA/CVS NULL  NULL

[ AH3 A1 63 121106 el sARad sAEidonly  helpfassist+yoNULL  NULL  NULL SAEffcv ofCVSUFF niv/CV5U NULL
AHBAL B 3 120 & wavid-ia  vigo trust+yod  NULL  MULL NULL yigfey of CVSUFFNULL  NULL

el jataba  fiioEale  makesyou  {ifoV ZPNULL NULL jeEalfEv of EVSUFFNULL  NULL
3 *ahab-a {i*ohabo go+you [ifCV_2PNULL  NULL Sahab/Ty ofCVSUFENULL  NULL
Sanaf-a  [iSonaEohf dofmake +you IOV 20 NULL  NULL SonaB/oy o/ CVSUFE hA/CVSU! NULL

BH3 1 - Bgay ar tagayaro change/modify NULL |NULL |NULL tagaytarf@y ofCVSUFENULL  NULL
JAHBLAL 6.3 121106 badss  fibodaso  begm+you  [ifCV.20NULL  NULL bodasfcv ofCVSUFENULL — NULL
A.H?zg'_ﬂl_l_l_l-illﬂ.ﬁ J ghl-u gulo sayf{for examp NULL  |NULL 'NULL .t{i{l&Y ofCVSUFENULL — NULL

| AHIEA1 7101105 1medy  samab-a walisomati and +allow/per wa/CON {i/CV_2 NULL somar/ov WASCVS NULL - NULL

| ARALAD 22 DRIDE A qAm quma stand {up] +yotHULL - (NULL NULL guimfCy ofEVSUFENULL  NULL
| AHA AT D2 081106 LU [iaxa®  fafitai®o andfso+takefa fafCONINULL  NULL Qivaxs/cy ofCVSUFFNULL UL
| AHALAY 22 DRUIDE A Hafarl  {Hofire  dig +you (IfEV_2INULL - NULL Hofjefey OfCVSUFENULL UL

__.'AHa;_ﬁ-l_I;z_ﬂB'ﬂﬂﬁ ey radarm-ui firodimohd il upfwith eart {i/CV_20NULL - NULL foim/cy 0fCVSUFE hA/CVSUI NULL
AHS A3 o Je taEMaV  taFAlo  comeflat’s+yo/NULL NULL |NULL t2EAlCY ofCVSUFTNULL UL

Figure 18: CV without context.



6. Conclusion:

This paper presented a road map of a trial for iraderpus analysis. The
analysts followed a stem-based approach to be irsethalyzing ICA. Buckwalter
Morphological analyzer is the most suitable avaddbxical resource for our approach.
The paper discussed a number of general considesat bear in mind when beginning
the process of analyzing the ICA corpus. This tc@h be considered one of the most
successful approaches for analyzing modern staratoic (MSA) in comparison with
other trials of Arabic analyzed corpora.

This analyzed sample will be developed to be usedl teaining corpus to analyze
the target size of ICA (100 million words). The ICHoftware will be developed to
interrogate the analyzed version to help reseasdioecapture powerful textual search.
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Abstract

License Plate Recognition (LPR) Systems are of considerable interest because of their
potential applications in many automated security and access control systems. This paper
introduces an automatic license plate recognition system for the Egyptian license plates. The
system receives the images of vehicles captured with a digital camera. Discrete Wavelet
Transform is then used to find the location of the license plate followed by several image
processing techniques for segmentation of characters. Finally template matching is used for the
recognition of characters. The performance of the system has been investigated on real images of
the three main types of license plates that represent the majority of license plates in Egypt.

1. Introduction

License Plate Recognition has a wide range of applications, which use the extracted plate
number to create automated solutions for various problems. Examples of such applications
include Parking, where the plate number is used to automatically enter pre-paid vehicles and
calculate parking fees for non-members (by comparing the in & out times). Access control,
controlling gate opening in a secured area for authorized vehicles only, this replaces or assists the
security guard. In Border crossings, the plate number and a picture of the car are saved when
entering or leaving the Country; this can be used to monitor the border crossings, shortens the
turnaround time and eliminates the typical long lines. Toll payment, the plate number is used to
calculate the road toll, or used to double-check the ticket. Enforcement, the plate number is used
in traffic surveillance to produce a speed ticket or any violation ticket. For Marketing, the plate
number can be used to make a database of frequent visitors for marketing purposes or to build a
traffic profile, like the number of visits versus the time [1].

The Egyptian license plates had three main different types; one of them is recently introduced
in August 2008 which will be referred to as “new license”, it contains letters and numbers all of
them are written in the same font. While the two other types contain only numbers and will be
referred to as “old license”. The algorithm can also work for other types of old licenses which
look the same but with different font and contents; some of them are shown in figure 1.
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figure 1.(a) The three main types of Egyptian plates (b) Other types

LPR algorithms are generally composed of the following three processing steps: locating the
license plate region, segmentation of the plate characters and recognition of each character [2].

The rest of the paper is organized as follows: Section 2 introduces the 2D wavelet
decomposition. Section 3 describes the overall system, listing different stages in the LPR system.
Section 4 discusses experimental results and the paper is concluded in Section 5.

2. The Discrete Wavelet Transform

When digital images are to be viewed or processed at multiple resolutions the Discrete
Wavelet Transform (DWT) is the mathematical tool of choice [3]. The Fast Wavelet Transform
(FWT) is a computationally efficient implementation of the DWT that uses filters and
downsamplers.

We first start by the one dimensional scaling function ¢ and the corresponding wavelet

function w which have the property that they can be expressed as linear combinations of double-
resolution copies of themselves.

o(x) = ; h, (Mv2p(2x - n) 1)
w(x) = ; h, (N)2p(2x - n) )

where h ,h, are called scaling and wavelet vectors & they are the filter coefficients of the FWT.
Now in two dimensions, a two-dimensional scaling functiong(x,y), and three two-
dimensional waveletsy " (x, y), " (x,¥) ,w° (x, y) are required as follows [4].

(%, y) = p(x)o(y) (3)
" (X Y) =w ()e(y) 4)
' (%, y) = p(Xy(y) ()
v (X, y) =y (Xy(y) (6)

These wavelets measure intensity or gray-level variations along different directions: "
measures variations along columns (horizontal edges), " responds to variations along rows

(vertical edges), and ° corresponds to variations along diagonal. The directional sensitivity is a
natural consequence of the separability imposed by their definition.




Define the scaled and translated basis functions as:

qoj,m,n(x’ y)zzj/2¢(2jx_m’2jy_n) (7)
W a6 Y) =22y (2 x—m, 20y —n) 8)
i={H,V,D}

The DWT of an image f(x,y)of size M x N is:

WM = > > F )0 a(0Y) O
- ~ 1 M-IN-L :
WV/(J’m’n)_\/szo yzof(x’y)W],m,n(X’y) (10)

{H,V,D}

The two-dimensional DWT can be implemented using digital filters and down samplers,

we simply take the one-dimensional FWT of the rows of f(x,y), followed by FWT of the
resulting columns as shown in figure 2(a) where Blocks containing time reversed scaling and
wavelet vectors h (—n),h, (-m)are low pass and high pass decomposition filters, respectively.

Figure 2(b) illustrates how the wavelet decomposition coefficients are displayed into four sub
images containing approximation, horizontal, vertical and diagonal details.
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Figure 2: (a) Block diagram for one stage of FWT. (b) Displaying the output, vertical and

horizontal details (edges) are clear



3. License Plate Recognition system

The system is designed to recognize license plates from the front of the vehicle but it can
also work from the rear. The input to the system is an image taken by a digital camera,
containing the license plate and the output of the system is the characters on the license plate.
The system consists of three stages: License plate extraction, character Segmentation and
character recognition, as shown in figure 3.

Locating the Character Character

license plate segmentation recognition

Hi] 463 alef seen meem

Figure 3. The typical structure of a LPR system

3.1 Locating the License Plate

Extracting the license plate from the vehicle image is considered the most challenging stage
in the LPR system [5]. In this paper we depend on the directional sensitivity of the two-
dimensional DWT for finding the license plate as follows:

1. The DWT transforms the image into 4 sub-images: approximation and three details
horizontal, vertical and diagonal. We use three levels of decomposition, so the
approximation of each level is replaced by the 4 sub-images of the next level as shown
in figure 4.

2. The approximation coefficients will be replaced by zeros, and the details coefficients
(edges) will be threshold, eliminating most of the horizontal and diagonal details and
leaving the vertical details to make use of the characters inside the license plate which
appear as adjacent vertical edges. We suppress the horizontal details to reduce the effect
of the other edges in the vehicle.

3. Then we will compute the inverse DWT which will contain more vertical edges in the
license plate part due to the presence of characters inside it.

4. Now to compensate the effect of reducing horizontal edges we will use image closing
(dilation followed by erosion) with a horizontal long rectangle which will connect these
vertical edges of the characters to make one big rectangle in the region of the
license plate.



Finally we search the connected regions for the license, first arrange the connected objects by
size then remove very large and very small objects. Finally, searching in a descending way, the
remaining objects for a rectangle with suitable dimensions.

Figure 4. The 4 steps for locating the license plate

The advantage of using DWT in this way is that if we didn’t find the license (which means
no object in the image meets the dimensions of a license), we can repeat the process but adding
more details. Now the process is adaptive, it repeats it self with different amount of details until
the license is found. This way we can find the license even if the image has poor edges as a result
of old bad licenses.




Figure 5. (a) Can’t find the license  (b) just add more wavelet coeffs.  (c) and the license is
found

3.2 Character segmentation

After finding the license plate we will use image filling which converts any isolated black
region to white. Now subtracting the result from the license image will highlight the characters
and cancel any extra parts that surround the license plate. This idea compensates the effect of
having some vertical details adjacent to the license plate in the front of some cars which results
in extra part of the car surrounding the license plate in the last stage.

1 EGIPT b
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Figure 6. Image filling then subtracting to highlight the characters

The objects in the upper part of the license plate (EGYPT) are deleted if there’s any, and the
image is dilated with a vertical rectangle to connect the Arabic and English characters then any
small objects are deleted (some times the license plate is dirty or scratched). After that the
characters are separated.

3.3 Character recognition

For character recognition we used template matching just for simplicity because we have
clear separated characters [6]. For the new Egyptian license plates this gives good results
because all the characters are written in the same font and the plates are new. But for the old
license plates some problems appeared due to bad conditions of some license plates or because
of using different fonts (usually hand written).

To make the templates of each character we take only the largest object in each character
image to be our characters and delete the others (the small English letters and any scratches),
then we confine our image to only the borders of the letters, then we resize the image to 100x60
so that they all have the same size. We take care that the letter ‘alef” will appear in this way like
a big white rectangle so in the correlation it will always give the highest value. To avoid this we
check first the width of the letter if it’s smaller than a specified value we use zero padding from
the left and right so that the letter ‘alef” appears as a white strip in a black rectangle.



The available letters in the new license are only 17 till now, maybe they are avoiding the
letters that differs only with a dot like ‘peh’, ‘teh” & ‘seh’ we have only ‘peh’. The same for
‘seen’, ‘sheen’; we only got ‘seen’; also ‘saad’, ‘daad’ we only found ‘saad’, and so on.

Also for the numbers we still don’t have a zero, but in the old license we have zero. We used
the blue part which contains Egypt in the new license to help the program decide whether this is
a new license or an old one, because in the new ones we have the first three characters letters,
while in the old all of them are numbers. Also the program is designed to check if this is a four,
five or six digits numbers in the old license.
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‘alef” ‘peh’ ‘geem’ ‘daal’ ‘reh’ ‘seen’ ‘saad’ ‘tah’ ‘eien’ ‘feh’ ‘kaf’ ‘lam’ ‘meem’ ‘noon’ ‘heh’ “wow’ ‘yeh’
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Figure 7. The new license templates

4 Experimental results

Experiments have been performed to test the above system. The system is designed in
MATLAB 7.5 for recognition of Egyptian license plates using Pentium(R) M 1.8 GHz processor.
The input image to the system is a gray scale of size 640x480 captured by a Carl Zeiss
3.2 megapixel digital camera.

The LPR system consists of three stages, using the DWT in locating the license plate gives
great results. The code was tested on 200 images; the license plate was located correctly in all of
them except only 2 images, achieving an impressive detection rate of 99%. Note that combining
DWT with the simple but smart idea of filling the image then subtracting to highlight the
characters enables us to avoid trying to locate the license plate precisely (without any small
adjacent part from the car image). During the experiments some license plates was not detected
at all, this was not a difficult problem cause we just added more coefficients as explained before
and the problem was solved. The errors occurred when the program is deceived by another part
of the car that has the same dimensions as the plate.
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Figure 8. Errors in license plate detection

Segmentation of characters only faced problems on those images with bad lighting conditions
like reflections of sun light if the image was taken in a sunny day. In the old licenses, we faced
some problems in dirty or scratched license plates. From the 198 cars that pass the first stage
correctly, the character segmentation was correct in 196 of them giving a 99% success rate. This
makes the performance 98% for both the first and second stage together. Note that the images
with license plates in very bad condition were removed from our statistics.

Recognition using template matching was good in both the new license plates and the old
license plates of the first kind (shown in the 2" column in table 1) but it was not suitable for old
license plates of the 2" kind (shown in the last column in table 1). This is because those license
plates are old and most of them contain many scratches and bolts and written in different fonts so
usually there is one wrong character in detection. So we will measure the performance of the
system for only the 160 cars of the first two types: 13 cars had only one wrong character and
3 had more than one wrong character resulting in a 90% success rate. The main problem was in
letters like ‘noon’ and ‘peh’ when their dot is not connected to them. Solving this dot problem
will raise the success rates.

This makes the total detection rate for only those 160 cars 89.38%. The following table
summarizes the results for the three different types of license plates with the success rates in each
stage.

Table 1. Summary of the results

== ’ > - .  7>‘ .—jj ————wt’/'uﬂ(f&:
A |0 -¥10Y) TefVie
First stage 115/115 45/45 38/40
License plate detection 100% 100% 95%
Second stage 114/115 45/45 37/38
Character segmentation 99.13% 100% 97.37%
Third stage 104/114 945
Character Recognition 91.2% 86.67%
The over all system 104/115 3945
y 90.43% 86.67%

In some cars the plate was not fixed perfectly horizontal, and the code detected it correctly.
Also some cars had accessories in front of the license and it also works great, because the code
doesn’t depend only on the edges of the plate; it also depends on the numbers inside the plate, so




when the plate edges are not clear the numbers will do the job. Images captured from the back of
the vehicle works just like from the front.
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Figure 8. Difficult images due to inclined plates or car accessories

5 Conclusion

It seems clear from the results that the system was superior in the first stage, with also great
results in the second stage, but the third stage still needs a more efficient recognition method
especially for the old license plates to reduce the total error. The government is intending to
replace all the license plates with the new ones, that is why more work was done on them. The
problems in segmentation were due to sun reflection on the plate, scratched and dirty plates.
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ABSTRACT

This paper presents a lossy compression technique for scanned document
Images. We introduce a two-step Quadtree partitioning fractal image
compression method used for images containing Arabic and English
texts. Fractal image compression makes use of the self-similarity in text
Images in a hierarchical way. A first step partitioning scheme partitions
the image support to range blocks of size 16x16. A control parameter for
each range block is computed, which provides the decision for a second
step partitioning, 8x8 pixels, if required. Local neighboring searching is
used for each range block for finding its best matching domain block in
our results. Influences of fractal image compression on a group of
document images are discussed. We attempt a significant improvement in
the compression ratio with no visible artifacts.

. Introduction

Documents images, or textual images, appear in our daily life. They are
pixels carrying intensity values representing their color. Compression is
desirable for document image transmission and storage. For example, a
letter size document if sampled at 512x512 pixels would require about 32
KB of data without compression. It would take almost 9 seconds to send
this image over a telephone line at 28,800 bits/sec. Transmission time
will matter when many document images are required for transmission.
Power consumption is directly proportional to the transmission time; this
IS an important aspect in satellite systems.

Document images contain mostly aligned text. Self-similarity in
document images appears in characters and lines, which may be repeated
many times in the image. Fractal compression is based on the self-
similarity in the document images, thus achieving compression results in
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reducing the transmission time and saving energy required for the
transmission. Even though most general images are not ideal fractal
Images, they could be compressed by fractal image compression with a
certain compression ratio.

The fractal image compression algorithm has the ability to detect the
existence of local self-similarity in images. To find self-similar portions
In an image, the image has to be partitioned into range blocks. For each
range block, the encoder searches the image for a domain block that is
mostly similar to the range block when applied to some transformation.
Fractal image compression encoder gains the compression through the
presentation of the image by its transformations. Quadtree partitioning is
a way to partition the image automatically. The original image, document
Image in our case, is partitioned into range blocks. Since, the objective of
the fractal image encoder is to find a domain block that can match the
appointed range block after been subjected to some transformation; the
range block is further partitioned into four sub-blocks if such domain is
not found. The encoding process is finished when all the range blocks
find their suitable domain matching block with optimal transformation
parameters. In Fractal Image Compression, image is approximated as the
attractor of a contractive operator called the fractal transform W on the
space of images. Representing an image as the unique fixed point of a
fractal transform was first introduced by Barnsley and Sloan. Jacquin
then came to devise the first practical fractal image encoder. Fractally
encoding image yields pleasing results; although it suffers from long
encoding time, it has advantages of fast decoding process, high
compression ratio relative to other compression techniques at a certain
peak signal to noise ratio and the resolution independent property. These
advantages make it a very attractive method in the applications of the
multimedia.

This paper is organized as follow. Section Il gives an overview of the
fractal image compression technique using Quadtree. In section I,
fundamentals of fractal image compression are briefly introduced,
followed by our experimental results and discussion in section V.
Finally, we summarized out our findings in the conclusion section V.



I1. Fractal Image Compression Using Quadtree
Partitioning

The basic idea beyond fractal image compression is to partition the
original image into non-overlapping image blocks of size kxk pixels,
called range blocks. Each range is encoded by finding its best matching
image block of size 2kx2k, called domain block, and the best affine
transformation. The best matching domain block, for a given range block,
Is chosen such that under the affine transformation, the domain block is
similar as much as possible to the range block. Specifically, for each
range block R, we search the domain pool to find the domain block
D and a transformation W such that W (D )provides the best matching

for R. The distortion between the transformed domain block and the
range block may be computed using the Haussdorff metric [1, 2] for
black and white images (binary image) and the root mean square metric
(RMSE) metric, equation (1), for grayscale images [3]. Thus, the key
point in fractal image compression is to partition the image into small
number of blocks that are similar to other image parts under certain
transformations. Suitable domain block for a certain range block is found
through searching the whole domain pool, which are all the possible
overlapped blocks of size 2kx2k that can be extracted from the image
with all 8 isometrics from reflection and rotation. A fractal compressed
code for a certain range block consists of the parameters describing its
affine transformation, the suitable domain address and its isometry. These
codes are stored for each range block, and hence compression is
achieved.

Many partitioning schemes have been proposed for fractal image
compression [3]; among the most widely known partitioning methods are
the fixed size range blocks, Quadtree partitioning [4, 5], the horizontal-
vertical partitioning and region merging partitioning scheme [6]. In order
to obtain high compression ratio, small number of blocks are required, as
the size of the fractal code is proportional to the number of blocks of the
partition.

Fixed size blocks partitioning scheme provides a compression ratio
independent of the image contents, which is inversely proportional to the
number of range blocks used to partition the image. Other techniques are
hierarchical and built in a top-down fashion. In this paper, we use



Quadtree partitioning scheme [4] using two levels of range block sizes.
First the image is partitioned into fixed size 16x16 pixels range blocks.
For each range block a control parameter is computed which is
proportional to the pixels intensity values variation, i.e. the variance of
the intensity values of the range block. A second level partitioning is
introduced to those ranges whose control parameter exceeds a certain
threshold 7. The second level partitioning divides the 16x16 range block
into four 8x8 sub-blocks, for which the searching process is repeated.

According to the mathematical model used to model our image, we
determine the transformation shape applied to the domain and the metric
used to compare the similarity between the transformed domain block and
the range block. For examples:

If the document image to be compressed is a black and white
Image, i.e. binary image. We model the image as a compact set in

the metric space H (Rz), which is the space formed of all the
nonempty compact subsets of the spaceR?. In such a model,

similarity between image blocks is measured using the Haussdorff
measure [1].

Document images may be modeled by image function
f (x,y):—1 defined over the image support ', wherel is an

interval containing the pixels intensity values, possibly I =[0,1] for
document images containing shading or | :{0,1} for black and

white document images. A suitable metric for measuring the
distance, dissimilarity, between two images models is the root
mean square error metric, RMSE, defined as

[t (i0)-g(i.0)

M2

>

—17-1

M=

1)

drms (f ’g):

where M 2is the image size.

In this paper we investigate comparisons between different document
images undergoing fractal image compression. We used document
Images containing Arabic (computer written and handwritten) and



English texts with different font sizes. Original images used are of size
512x512 pixels, these are shown in figure 3.

Searching the whole domain pool for the domain giving the minimum
dissimilarity between R and W (D)is the so called full search problem

and is highly computationally intensive. Many researches suggest
different searching techniques to reduce time complexity reduction [7].
We used a local neighboring search for each range block [8]. Local
neighboring search not only reduces the encoding time, but also increase
the compression ratio since fewer bits are required to address the domain
block that best match a certain range block.

1. Fundamentals of Fractal Image Compression

We briefly review the relevant concepts of Iterated Function Systems IFS
encoding before explaining the results obtained for document images.

The image to be compressed is partitioned into a set of disjoint blocks,
called range blocks. Another set of image blocks, possibly overlapping,
called domains is used to approximate each range by means of an affine
transformation. In Quadtree partitioning, both range and domains are
typically square blocks. Domain blocks, usually with sides twice as long
as the ranges, are shrunk by a spatial transformation to fit the range block
size. For each range block R , we have to find the domain block D and

the affine transformation W parameters that give

mli[r)l{rrvlvin{d (R W (D))}} (2)

where d is the metric distance used to measure dissimilarity between
blocks. The effect of the transformation W depends on the nature of the
image model used to represent the image. Images modeled as compact
sets, the transformation W is a contraction, reflection and/or flipping
followed by shifting. Images modeled as an image function defined over
the image support, the transformation W consists of a spatial contraction
mapping followed by a pixel intensity transformation. The intensity level
transformation is a composition of a contrast scaling and a luminance
shift. The minimization problem, equation (2), is solved as a least square
problem when the RMSE metric is used [9].



A first step partitioning divides the image into range blocks of size 16x16
pixels. Then a control parameter is computed to each range block, so that
If its value is below a given threshold 7 then no further block partitioning
Is required and this range block is left as 16x16 pixels. When the control
parameters exceed the threshold value 7, the range block is further
divided into four 8x8 pixels blocks. Experiments and results are done on
512x512 8bits grayscale images.

Once each range in the image partition has been approximated by a
domain from the domain pool, the image can be encoded by the IFS code
of the affine transformations from domains to ranges. The construction of
the original image in the decoder can be accomplished by the iterations of
these transformations starting from any arbitrary image X . The Fixed

Point Theorem guarantees the convergence of such iterations if the affine
transformations are contractive [1, 10, 3]. The Collage Theorem ensures
that the system’s fixed point of convergence W (X, )can be made very

close to the original image [1, 10, 3]. Iterations of the fractal IFS obtained
from coding a document image is shown in figure 1, starting from an
arbitrary image (Lenna image).
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Figure 1: Iterations from the decoder, starting from an arbitrary image (left upper),
converging to our document image (right down). Control parameter threshold =2



The PSNR versus the iterations for three different initial images (blank,
text and Lenna images) shows that the convergence to the fixed point is
independent on the initial image, see figure 2.
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Figure 2: PSNR versus iterations for 3 different initial images. The original image is
document image #5, with a control parameter threshold equals to 2

IVV. Experimental Results and Discussion

Fractal image compression is applied to some document images shown in

figure 3.
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Figure 3: Document images numbered from 1 to 8. 1, 2 and 3 are Arabic text
computer written, 4and 5 are Arabic handwritten text. Finally, 7 and 8 are English
computer written text

Different results are obtained when the control parameter is changed. If
the range block control parameter is less than a certain predetermined
threshold 7, the block needs no further partitioning and is encoded as a
16x16 pixels block. When the control parameter exceeds its threshold 7,
the range block is divided into four sub-blocks of sizes 8x8 pixels and
each is encoded separately. The higher the control parameter threshold
T is, the less is the probability that the range block is subjected to further
partitioning, the higher the compression ratio is (less range blocks will
partition the image support) and the lower is the PSNR.

Figure 4 represents the decoder output for the document images when a
control parameter is infinity, i.e. fixed size partitioning scheme with size
16x16 pixels. Figures 5, 6 and 7 show results when the control parameter
threshold 7 is set to 20, 10 and 2 respectively. Figure 8 shows results
obtained with a threshold 7 equals to zero, i.e. fixed size partitioning of
size 8x8 pixels.

Compression ratio and PSNR for different document images and different
control parameter thresholds are shown in tables 1 and 2.
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Figure 4: Decoder output when the control parameter threshold is set to infinity
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Figure 5: Decoder output when the control parameter threshold is set to 20
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Figure 6: Decoder output when the control parameter threshold is set to 10
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Figure 7: Decoded outputs when the control parameter threshold is set to 2
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Figure 8: Decoder output when the control parameter is set to zero, i.e. fixed size
partitioning with 8x8 pixels range blocks

Table 1: Compression ratio for our document images for differentz

Document Image #

3 4 5 6 7 8

62 62 62 62 62 62

20| 31.34 |32.725]39.291155.429]56.687| 25.86 [26.726]29.444

10| 24.77 | 25.86 |28.932|33.776|37.101|18.854|18.854|24.407

2 120.188|22.408|23.627| 23.91 |22.662|16.681|18.437|21.106

Control Parameter
Threshold

0| 14.63 | 14.63 | 14.63 | 14.63 | 14.63 | 14.63 | 14.63 | 14.63




Table 2: PSNR for our document images for different control parameter threshold

Document Image #
1 2 3 4 5 6 7 8
00[13.322]13,665| 15.05 |15.736]16.633|11.537| 11.99 |12.617
20]15.589|16.304|17.152|15.761|16.632|12.505|13.224]13.989
10]16.378]17.896]19.982] 18.58 |18.737]12.903|13.701| 14.65
2 116.716]18.173] 21.05 |21.121|22.642]13.089|13.856|14.814
0 |16.89418.369(21.212]21.412]22.964|13.205]|14.005|14.922

Control Parameter
Threshold

V. Conclusion

In this paper, a comparison is carried out between different document
Images subjected to fractal image compression. Experimental results on
these document images show that fractal image compression can be
useful for document images compression for specific threshold control
parameter 7 that decide the partitioning block sizes. Such threshold might
be well chosen according to the font of the text in the document images.
As shown in our experimental results, large fonts document images can
be compressed at a relatively high compression ration as they only
require high control parameter threshold without a great loss in the
readability of the text. On the other hand, small font document images
require smaller threshold control parameter, thus smaller compression
ratio, to preserve the readability of their texts. Thus, Fractal image
compression can be used with document images to reduce their
transmission time, their transmission power consumption and the cost of
the connection time. Although a significant loss in the image quality is
observed, it can be compensated at the receiver through using OCR and
text recognition algorithms.
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